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Abstract

Nowadays, properly modeling loads and how their
parameters change over time is a fundamental topic.
One approach, which is currently trending, is to estimate
load models using Phasor Measurement Unit (PMU)
data. However, noise from the measurements
themselves plays a key role, as it has a significant and
negative impact on the accuracy achieved. Since the
literature does not study filtering techniques in load
modeling in depth, this research evaluates different data
filtering and smoothing techniques in the parametric
estimation of the ZIP load model and determines the
best one, as well as the optimal value of its design
parameter. The results show that the Savitzky-Golay
technique with a third-degree polynomial and a window
width of 35 samples performs best, so its use is
recommended in the parametric estimation of the ZIP
load model with ambient PMU data.

Index terms—Ambient PMU Data, Load Modeling,
Parametric Estimation, Smoothing Techniques, ZIP
Load Model.
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Resumen

Hoy en dia modelar adecuadamente las cargas y como
sus parametros varian con el tiempo es un tema
fundamental. Para esto, una solucion, que es una
tendencia actual, es estimar los modelos de carga con
datos tipo ambiente de Unidades de Medicion Fasorial
(PMU), sin embargo, el ruido de las propias mediciones
juega un papel fundamental ya que tiene un impacto
significativo y negativo en la precision alcanzada. Dado
que en la literatura los trabajos no estudian a
profundidad las técnicas de filtrado en el modelamiento
de carga, en este trabajo se evaluan diferentes técnicas
de filtrado y suavizado de datos en la estimacion
paramétrica del modelo de carga ZIP vy, se determina la
mejor, junto con el valor dptimo de su parametro de
disefio. Como resultado se obtiene que la técnica
Savitzky — Golay con polinomio de grado 3 y un ancho
de ventana de 35 muestras es la que mejor desempefio
alcanza, por lo que se recomienda su utilizacion en la
estimacion paramétrica del modelo de carga ZIP con
datos tipo ambiente de PMU.

Palabras clave— Datos Tipo Ambiente de PMU,
Modelamiento de Carga, Estimacion Paramétrica,
Técnicas de Suavizado de Datos, ZIP.
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1. INTRODUCCION

Hoy en dia, para el andlisis y simulacién de los
estudios que se realizan a los sistemas eléctricos de
potencia es fundamental representar adecuadamente a las
cargas mediante el modelo correcto, ademas de conocer
como los parametros de dicho modelo varian con el
tiempo [1], [2]. En este punto es importante notar que, a
diferencia de los parametros de los modelos por ejemplo
de una linea de transmision que no varian con el tiempo,
los modelos de la carga se encuentran en constante
cambio. Es justamente por esta razén que la carga es
sumamente desafiante de simular [3] .

Como solucion a lo anterior, una tendencia actual es
utilizar las mediciones sincrofasoriales provenientes de
Unidades de Medicion Fasorial (PMU) para estimar
continuamente los modelos de las cargas [4]. Las PMU
forman parte de los sistemas WAMS (Wide Area
Measurement System) y tienen como una de sus
principales ventajas que reportan hasta 50 o 60 fasores
por segundo (FPS, frames per second) [5], lo cual
permite capturar la dindmica de los sistemas y, por ende,
de las cargas.

Las mediciones provenientes de PMU se clasifican de
manera general en tipo ambiente y tipo RingDown. Datos
tipo ambiente se refiere a las mediciones obtenidas
cuando el sistema se encuentra en condiciones normales
de funcionamiento, es decir, con variaciones de pequeia
magnitud que son propias de la operacion normal. Por el
contrario, datos tipo RingDown se refiere a las
mediciones realizadas cuando el sistema se encuentra
sometido a un evento, contingencia o perturbacion
mayor, es decir, son mediciones con grandes variaciones,
generalmente mayores a 0.03 pu en la tension [6].

En los sistemas eléctricos de potencia la mayor
cantidad de tiempo se cuenta con datos tipo ambiente,
pues los sistemas se encuentran pocas veces sometidos a
contingencias, fallas o perturbaciones mayores [6]. Es
por esta razén que es una tendencia actual estimar los
parametros de los modelos de carga con datos tipo
ambiente [3], [4], sin embargo, se presentan tres
principales desafios. El primero debido a que los datos
tipo ambiente contienen pequefias variaciones, lo que
resulta en dificultades para estimar con suficiente
precision los parametros de los modelos, ya que estos
parametros relacionan las variaciones de la carga
(potencia) con la tension y/o con la frecuencia [3]. El
segundo desafio se relaciona con el ruido que contienen
los datos de las PMU ya que, al utilizar datos tipo
ambiente (con pequeiias variaciones), el ruido representa
una proporcion significativa con respecto a la magnitud
de la variacion de este tipo de mediciones [7], [8]. Y el
tercero, debido a que el ruido tiene un impacto
significativo y negativo en la precision alcanzada al
estimar los parametros de los modelos carga [6], [8].

Con base en lo anterior, el filtrado de sefiales, para
reducir la magnitud del ruido de las mediciones utilizadas
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en los procesos de identificacion paramétrica de los
modelos de carga, pasa a tomar un papel fundamental. A
pesar de esto, en la literatura se ha abordado
superficialmente esta temadtica, donde un andlisis del
estado del arte se presenta a continuacion.

En [9] y [10] se menciona a las técnicas media —
movil (MA), Savitzky — Golay (SG), Butterworth (BW)
y FFT (transformada rapida de Fourier) enfocada a la
eliminacion de frecuencias altas, como técnicas que
pueden ser utilizadas en el modelamiento de carga, sin
embargo, no se las analiza a profundidad. Algo similar
sucede en [11], [12] y [13] donde se utilizan filtros pasa
bajos y FIR (Finite Impulse Response) con frecuencias
de corte entre 0.2 y 2 Hz.

n [14], [15] y [16] se comparan varias técnicas de
filtrado entre las cuales se encuentran Savitzky — Golay
(SG), media — movil (MA), regresion local robusta
(RLR), FIR pasa bajos y Butterworth (BW). Los anchos
de ventana utilizados como parametros de disefio para las
técnicas de suavizado de datos son 119, 61, 35,25y 8
muestras. La frecuencia de corte, utilizada para los filtros
pasa bajos, es 15 Hz. En [15] se recomienda FIR,
mientras que en [16] Savitzky — Golay (SG). La
comparacion se realiza de manera visual al evaluar: la
eficiencia en remover ruido, la preservacion de la
dinamica de la sefial original (nitidez) y la calidad en los
puntos iniciales y finales de la sefial filtrada.

En funcién de lo precitado, como conclusiones del
analisis del estado del arte se tienen las siguientes:
ninguno de estos trabajos analiza a profundidad el
impacto de las técnicas de filtrado en el modelamiento de
carga, no se encuentra algin trabajo que compare y
determine la mejor técnica de filtrado en el modelamiento
de carga con datos tipo ambiente de PMU, y; ningin
trabajo determina el mejor parametro de disefo (¢j. ancho
de ventana) para ser utilizado con datos tipo ambiente en
el modelamiento de carga.

Con base en lo anterior, es objeto de este trabajo
evaluar diferentes técnicas de filtrado utilizadas en el
modelamiento de carga, establecer la mas adecuada para
esta aplicacion, y determinar el mejor valor para el
parametro de diseflo correspondiente, todo esto con el fin
de utilizar datos tipo ambiente en el modelamiento de
carga y, especificamente en este trabajo, para la
estimacion paramétrica del modelo de carga ZIP.

Para cumplir con los objetivos precitados, este trabajo
se organiza de la siguiente manera: en la segunda seccion
se describe el marco teodrico; en la tercera seccion se
presenta la metodologia utilizada para evaluar diferentes
técnicas de filtrado y suavizado de datos en el
modelamiento de carga, ademas de elegir a la mejor y su
parametro Optimo de disefio; en la cuarta seccion se
obtienen los resultados y; en la quinta seccion se
presentan las conclusiones de este trabajo.
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MARCO TEORICO
Relacion Seiial - Ruido (SNR)

2.
21

La manera de cuantificar el ruido de una sefial es a
través de la relacion sefial-ruido (SNR, signal-fo-noise
ratio) y generalmente se la expresa en decibeles. La SNR
se define en la ecuacion (1), donde A denota el valor
RMS (raiz de la media cuadratica) de dicha sefal.

)

Técnicas de Filtrado y Suavizado de Datos

Aseﬁal

SNRdb = 2010910( (1)

ruido

2.2

El filtrado y suavizado de datos tiene como objetivo
reducir el ruido, remover irregularidades y eliminar
comportamientos no deseados. En la literatura existe una
gran cantidad de técnicas de filtrado y suavizado de
datos.

Una de las técnicas de filtrado de datos que se utiliza
en ¢l modelamiento de carga es el filtro pasa bajos, donde
el parametro de disefio de este filtro es la frecuencia de
corte.

Por otro lado, entre las técnicas de suavizado de datos
se encuentran: media — movil (MA), mediana — moévil,
regresion lineal local, regresion lineal local robusta,
regresion cuadratica local, regresion cuadratica local
robusta y Savitzky — Golay (SG). El comiin denominador
de estas técnicas es que su parametro de disefio es el
ancho de una ventana movil sobre la cual, por ejemplo,
para la técnica MA, se calcula la media. Adicional a lo
anterior, la técnica SG tiene un segundo parametro de
disefio que es el grado del polinomio para realizar una
regresion sobre dicha ventana moévil.

Dado que las técnicas de filtrado y suavizado de datos
se encuentran ampliamente documentadas en la literatura
e implementadas en programas comerciales y de uso
libre, no se las aborda a detalle en este trabajo. Para mas
informacion se recomienda consultar [17], [18].

2.3  Modelo de Carga ZIP

El modelo de carga que se ha seleccionado en este
trabajo para evaluar las diferentes técnicas de filtrado y
suavizado de datos es el modelo ZIP. Este modelo es la
combinacion de tres tipos de cargas: impedancia
constante (Z), corriente constante (I) y potencia constante
(P), tal como se indica en las siguientes ecuaciones:

oo () o))

Q=0 [q1 (7) +a (i) + q3]

Donde: V, es la tension nominal de la barra; V es la
tension actual de la barra; P es la potencia activa
consumida por la carga; P, es la potencia activa
consumida por la carga a tension nominal Vy; py, p2 ¥ P3
son parametros que definen la proporcion de cada

2

(@)

2

3
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componente Z, I o P. Estos parametros tienen un rango
entre cero y uno y deben sumar uno. Igual 16gica para (3),
donde Q hace referencia a la potencia reactiva.

2.4 Identificacion Paramétrica del Modelo ZIP

La identificacion paramétrica es un proceso que
permite determinar el valor de los parametros de los
modelos de carga de tal manera que, al ajustar dichos
parametros, los modelos de carga reproduzcan fielmente
el comportamiento real de las cargas.

El proceso de identificacion paramétrica para el
modelo ZIP, con datos de PMU, se detalla en [6] y se
reproduce parcialmente a continuacion.

El proceso empieza con la disponibilidad de
mediciones de tension (V,.4), potencia activa (Ppeq) ¥V
reactiva (Q,,.q) provenientes de una PMU. V.4 es V en

2y 3).

El objetivo es determinar los parametros p;, p, vV Ps
de (2) mediante la minimizacion de la funcion objetivo
(FO) que se observa en (4), sujeta a las restricciones de
igualdad (5) y a los limites superior ¢ inferior de (6). La
potencia reactiva se trata por separado al minimizar una
FO similar a (4) y con restricciones analogas a (5) y (6).

n
4)
min | > (P; = Prea,)?
F
P1+pP2+p3=1 Q)
0<p <1
0<p,<1 6)
0<p3<1

3. METODOLOGIA

La metodologia para investigar las técnicas de filtrado y
suavizado de datos (utilizadas y recomendadas en la
literatura para el modelamiento de carga) en la
identificacion paramétrica del modelo de carga ZIP se
sintetiza en el diagrama de flujo de la Figura 1.

Cada una de las etapas mostradas en esta figura se
detallan a continuacion:

3.1 Sistema de Prueba

El primer paso para evaluar las técnicas de filtrado y
suavizado de datos es generar mediciones
sincrofasoriales sintéticas mediante la simulacion de un
sistema de prueba.

Los objetivos de estas mediciones son dos. Evaluar
las técnicas de filtrado y suavizado de datos desde el
punto de vista de su capacidad para retirar ruido Yy,
evaluar estas técnicas directamente en el modelamiento
de carga; esto dltimo implica que las mediciones
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sintéticas deben obtenerse de barras de carga del sistema
de prueba. Para esto se debe seguir el siguiente proceso:

e Al sistema de prueba seleccionado se lo configura
de tal manera que las cargas tengan un
comportamiento de acuerdo con el modelo de
carga ZIP.

A continuacién, se genera una gran cantidad de
escenarios de operacion donde: varie la demanda
de las cargas en funcion de diferentes curvas de
demanda y; varien los parametros del modelo de
carga ZIP de cada carga del sistema de prueba, de
acuerdo con los valores recomendados en la
literatura. Una vez realizado esto, se ejecuta un
flujo 6ptimo de potencia para obtener el despacho
de cada generador.

Mediante Montecarlo se asignan contingencias,
variaciones, fallas, entre otros, en los diferentes
componentes que conforman el sistema de prueba.

Posteriormente, para cada uno de estos escenarios,
se realizan simulaciones en el dominio fasorial
(RMS) y se almacenan los resultados de tension,
potencia activa y potencia reactiva, de cada una de
las barras de carga de dicho sistema. Las
caracteristicas para el almacenamiento de estas
mediciones sintéticas deben ser similares a las de
una PMU real, es decir, 50 o 60 fasores por
segundo (FPS, frames per second).

Una vez realizado lo anterior, y con el objeto de
que las mediciones sintéticas sean idénticas a las
reales, es necesario afadirles ruido. Para esto se¢
afade ruido blanco gaussiano con los valores de
SNR en decibelios que se detallan en (7) [8], y
donde V, P y Q representan la tension, potencia
activa y potencia reactiva, respectivamente.

SNR(V P Q)= (73 65 49)dB @)

Generacion de Mediciones
Sincrofasoriales Sintéticas

!

Adicién de Ruido

!

Comparacion de Técnicas de
Filtrado y Suavizado de Datos

!

Determinacion del valor del
parametro de disefio 6ptimo

!

Comparacion en la Estimacion
Paramétrica del Modelo de Carga ZIP

Figura 1: Diagrama de Flujo de la Metodologia para Evaluar
Algoritmos de Filtrado y Suavizado de Datos en la Estimacion
Paramétrica del Modelo de Carga ZIP.
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3.2 Comparacion de Técnicas de Filtrado y

Suavizado de Datos en la Reduccion de Ruido

En esta seccion se tiene como objetivo comparar el
desempeiio de las técnicas de filtrado y suavizado de
datos que se utilizan o mencionan en la literatura para el
modelamiento de carga. El andlisis del estado del arte se
realizé en la primera seccidon de este trabajo, donde se
observo que las técnicas a comparar son: filtro pasa bajos,
Savitzky — Golay (SG), media — mévil (MA), mediana —
movil, regresion lineal local (LOWESS), regresion lineal
local robusta (RLOWESS), regresion cuadratica local
(LOESS) y regresion cuadratica local robusta
(RLOESS).

En cuanto a los parametros de diseflo, para el filtro
pasa bajos, se elige los recomendados en la literatura, es
decir, 0.2, 2 y 15 Hz, como frecuencias de corte [11],
[12], [13], [15]. Para las técnicas de suavizado de datos
se eligen de igual manera los anchos de ventana
utilizados en la literatura, 119, 61, 35, 25 y 8 muestras
[14], [15]. Para el caso particular de la técnica Savitzky —
Golay (SG) se elige, para el orden del polinomio para la
regresion, valores de 2 y 3, de acuerdo con [14], [15].

Finalmente, la manera para comparar ¢l desempefio
de las técnicas de filtrado y suavizado de datos es
mediante la relacion senal-ruido (SNR), donde el ruido
se refiere al ruido remanente, es decir, se calcula entre la
sefial filtrada y la sefial original sin ruido. De esta forma,
valores mas elevados de SNR indican un mejor
desempeiio, lo que resulta en que dicha técnica retira una
mayor cantidad de ruido. En este punto es importante
mencionar que la comparacion que aqui se realiza es a
nivel de laboratorio, utilizando mediciones sintéticas
obtenidas por simulacién del sistema de prueba, donde se
cuenta con sefiales sin ruido, que en la practica no se
dispondria.

El objetivo final de esta comparacion es determinar la
o las mejores técnicas de filtrado para datos tipo ambiente
de PMU, ademas de detectar rangos iniciales optimos
para los parametros de disefio.

3.3 Determinacion del Valor del Pariametro de
Diseiio Optimo

En esta seccion se tiene como objetivo determinar el

valor 6ptimo del parametro de disefio de la o las mejores

técnicas de filtrado y suavizado de datos que fueron

determinadas en la seccion anterior para retirar ruido en

sefiales tipo ambiente provenientes de PMU.

Para esto, se calcula el SNR para diferentes valores
del parametro de disefo. El rango referencial para estos
valores se obtiene de la seccion anterior.

3.4 Comparacion en el Modelamiento de Carga

En esta seccion se tiene como objetivo comparar la
mejor técnica de filtrado, junto con su valor optimo,
determinados en las dos secciones anteriores, frente a las
técnicas de filtrado recomendadas en la literatura. La
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diferencia con respecto a las secciones anteriores es que
la comparacion se realiza al evaluar la precision
alcanzada al estimar los parametros del modelo de carga
ZIP de las barras de carga del sistema de prueba.

Las técnicas de filtrado recomendadas en la literatura
se indicaron en el anélisis del estado del arte realizado en
la primera seccion de este trabajo. De estas se eligen las
que mejores resultados alcancen de las dos anteriores
secciones, con valores para los pardmetros de disefio de
acuerdo con los recomendados en la literatura.

Para esto se utiliza el proceso de identificacion
paramétrica que se detalla en la seccion 2.4, con los datos
sintéticos de PMU que se obtienen del sistema de prueba,
y con todos los escenarios de operacion.

El indicador utilizado para la comparacion de los
parametros estimados del modelo de carga ZIP es el Error
en la Estimacion de Parametros (EEP) que se define en
[6] v que se reproduce a continuacion.

El EEP es un indicador que cuantifica el error
alcanzado al estimar los pardmetros py, p,, P3 0 q1, G2,
gz de (2) y (3). El EEP se calcula por medio de (8) y
representa la distancia tridimensional entre los
parametros reales (subindice r) y estimados (subindice ¢).
Se utiliza una ecuacion andloga a (8) para Q [6].

EEP = \/(plr - ple)z + (plr - pZe)z + (p3r - p32)2 (8)

Se recomienda comparar ¢l EEP de cada técnica de
filtrado por magnitud de variacion de tension (AV).

4. RESULTADOS

4.1 Sistema de Prueba

El sistema de prueba elegido para este trabajo es el
IEEE de 39 barras que se encuentra implementado en el
software de simulaciéon PowerFactory. Este sistema
consta de 19 cargas que han sido modificadas para que se
comporten bajo el modelo de carga ZIP.

Por otro lado, con programacion DPL (lenguaje de
programaciéon DIgSILENT) se han generado 11 mil
diferentes escenarios de operacion, en donde los
parametros (py1, P2, P3 Y 91, 92, q3) de los modelos ZIP
de cada una de las 19 cargas y en cada uno de los
escenarios son generados aleatoriamente de acuerdo con
los valores recomendados en [19], [20]. La cantidad de
escenarios ha sido seleccionada en funcion de lo
recomendado en tesis doctorales y articulos cientificos
como [6], [8] y [21].

De forma similar, la demanda de cada uno de los 11
mil escenarios y para cada una de las 19 cargas se asigna
de acuerdo con tres curvas de demanda, residencial,
comercial e industrial, donde se selecciona
aleatoriamente una hora del dia, se obtiene el valor de
demanda a esa hora de una de las tres curvas, se ejecuta
un flujo optimo de potencia y, se obtiene como resultado
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la potencia de generacion de todos los generadores del
sistema [EEE 39.

Una vez realizado lo anterior, a cada uno de los 11
mil escenarios se le asigna, de forma aleatoria, una de las
siguientes contingencias: cambio repentino de la carga,
con magnitud de cambio generada de manera aleatoria;
salida de un generador, el cual se selecciona de forma
aleatoria; cortocircuito, donde la linea de transmision y la
ubicacion de la falla también se determinan de manera
aleatoria.

A continuacion, para cada uno de los escenarios se
realizan simulaciones dindmicas del tipo fasorial (RMS),
con una duracion de 10 segundos. La tension, potencia
activa y potencia reactiva, de cada una de las 19 barras
de carga del sistema IEEE 39, se exportan y almacenan
en archivos de texto, con una tasa de muestreo de 60 FPS,
de manera que sean similares a las de una PMU. Es
importante indicar que se almacenan solamente las
simulaciones correspondientes a datos tipo ambiente, es
decir, aquellas simulaciones que resulten en variaciones
de tension inferiores o iguales a 0.03 pu (AV <0.03 pu).

En la Figura 2 se presenta la cantidad de registros
(cantidad de mediciones, que incluye tension, potencia
activa y reactiva) que se obtienen, clasificados por
magnitud de variacion de tension (AV) y cada 0.001 pu.
El valor minimo de registros se da para AV entre 0.029 y
0.03 pu, y es de 339 escenarios, por lo que, para no
obtener posteriormente resultados sesgados, se limita la
cantidad de registros por cada AV a 339, es decir, cada
una de las barras de la Figura 2 se limitan a 339. De este
modo se tienen 29x339 = 9831 registros de PMU.

Finalmente, a estas mediciones se les agrega ruido
blanco Gaussiano con los valores de SNR indicados en

).

Numero de registros

05

h_’—H I_ITH_'—I_FI — i 50

0.005 0.01 0.015 0.02 0.025 0.03
Magnitud de Variacién de Tension (pu)

Figura 2: Cantidad de Escenarios por Magnitud de Variacion de
Tension.
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Tabla 1: SNR (dB) de Diferentes Técnicas de Filtrado y Suavizado de Datos.

Ancho de la ventana movil

Técnica de filtrado -
(nimero de muestras)

Promedio

Filtro pasa baios 0.2 Hz

Filtro pasa bajos 2 Hz

Filtro pasa bajos 15 Hz

SG2 8
SG3 8
Media movil 8
Mediana movil 8 71.3
LOWESS 8
LOESS 8 69.5

RLOWESS 8
RLOESS 8

SG2 25
SG3 25 59.3
Media mévil 25
Mediana movil 25| 74.7| 70.0 m
LOWESS 25

LOESS 25 7 |
RLOWESS 2s

RLOESS 25 57.9

SG2 35

SG3 35 60.7

Media movil 35| 694 66.1 65.4
Mediana movil 35| 713| 67.3| 59.9 66.2
LOWESS 35| 76.6| 72.0 70.1
LOESS 35

RLOWESS 35
RLOESS 35

SG2 61

SG3 61

Media movil 61

Mediana movil 61

LOWESS 61

LOESS 61

RLOWESS 61

RLOESS 61

SG2 119 650| 62.0| 588 61.9
SG 3 119 67.5| 643| 59.8 63.8
Media movil 119 57.1| 543| 538 55.1
Mediana movil 119 57.8| 549| 539 55.5
LOWESS 119 614| 585| 57.0 59.0
LOESS 119 69.1| 658| 60.5 65.1
RLOWESS 119 58.6| 56.1| 563 57.0
RLOESS 119] 644| 625| 59.7 62.2

49



Laica et al. / Evaluacion de Técnicas de Filtrado y Suavizado de Datos en la Estimacion Paramétrica del Modelo de Carga

4.2 Comparacion de Técnicas de Filtrado y

Suavizado de Datos en la Reduccion de Ruido

En esta seccion se presentan los resultados de
comparar el desempefio de diferentes técnicas de filtrado
y suavizado para retirar ruido, de acuerdo con la
metodologia presentada en la seccion 3.2. Para esto se ha
utilizado el programa MATLAB, y se han utilizado los
comandos para filtrado smoothdata y lowpass, los cuales
pueden ser consultados en la seccion de ayuda de este
programa.

Enla Tabla 1 se presenta el SNR de cada una de estas
técnicas, y para diferentes valores del o los parametros de
diseflo. SG 2 se refiere a Savitzky — Golay con polinomio
de grado 2, mientras SG 3 con polinomio de grado 3.
Adicionalmente, en la Tabla 1 se presentan 4 columnas,
para los SNR de la tension (V), potencia activa (P),
potencia reactiva (Q) y, el promedio de estas tres. Con la
finalidad de obtener facilmente conclusiones, cada una de
las columnas de la Tabla 1 se encuentran resaltadas con
colores del verde al rojo, donde verde indica valores mas
altos de SNR y, por lo tanto, mejor desempefio en la
reduccion de ruido.

Al analizar la Tabla 1 se concluye lo siguiente:

e Los filtros pasa - bajos son los que peor
desempeno alcanzan.

Los valores mas altos de SNR se presentan para
anchos de ventana (parametro de disefio) de 25 y
35 muestras.

Las técnicas de filtrado que presentan los valores
mas altos de SNR para diferentes anchos de
ventana son SG 3 (Savitzky — Golay con
polinomio de grado 3) y regresion cuadratica local
(LOESS).

4.3  Determinacion del Valor del Parametro de
Disefio Optimo

En la seccion anterior se determind que las mejores
técnicas para retirar el ruido de sefiales tipo ambiente de
PMU son: SG 3 (Savitzky — Golay con polinomio de
grado 3) y regresion cuadratica local (LOESS). Ademas,
se estimo que el ancho de ventana Optimo debe estar
cercano a 25 o 35 muestras.

A partir de lo anterior, el objetivo de esta seccion es
determinar el valor 6ptimo del ancho de ventana, para lo
cual se calcula el SNR de las técnicas SG 3 y LOESS,
para anchos de ventana desde 15 hasta 40 muestras, para
las sefiales de tension, potencia activa y potencia reactiva,
y el promedio de estos tres valores para cada ancho de
ventana. A partir de esto, se elige el ancho de ventana que
alcance el valor mas alto de SNR. Esto se presenta en la
Tabla 2.
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Tabla 2: SNR (dB) y Ancho de Ventana Optimo para las Técnicas

SG 3y LOESS.
SNR Ancho de ventana éptimo
(dB) (cantidad de muestras)
SG3 73.1 35
LOESS 72.5 38

Al analizar la Tabla se concluye lo siguiente:

e La técnica Savitzky — Golay con polinomio de
grado 3 (SG 3) alcanza un valor ligeramente mas
alto de SNR, lo que quiere decir que es la mejor
técnica para retirar ruido de sefiales tipo ambiente
de PMU.

o El valor 6ptimo para el parametro de disefio de SG
3 es un ancho de ventana de 35 muestras.

Por otro lado, para analizar la sensibilidad del ancho
de la ventana movil es necesario observar los valores de
SNR de la Tabla 1 para Savitzky — Golay con polinomio
de grado 3 (SG 3). Por e¢jemplo, para un ancho de ventana
de 8 muestras se tiene, en promedio, un SNR de 67.3 dB,
para 25 muestras un SNR de 72.5 dB, para 35 muestras
de 73.1 dB, y para 61 muestras un SNR de 70.8 dB.
Claramente se observa que 35 muestras es ¢l valor mas
adecuado para esta aplicacion.

4.4  Comparacion en el Modelamiento de Carga

En la anterior seccidon se determind que la mejor
técnica para filtrar datos tipo ambiente de PMU es
Savitzky — Golay con polinomio de grado 3 (SG 3) y con
un ancho de ventana de 35 muestras. En esta seccion se
compara su desempefio en la estimacion paramétrica del
modelo de carga ZIP, frente a las técnicas Savitzky —
Golay con polinomio de grado 2 (SG 2), regresion lineal
local (LOWESS) y regresion cuadratica local (LOESS),
las tres con ancho de ventana de 38 muestras, de acuerdo
con los mejores resultados observados en la Tabla 1 y
Tabla 2, y de acuerdo con ¢l analisis del estado del arte
presentado en la primera seccion de este trabajo.

En funcién de lo anterior, en la Figura 3 se presenta
el EEP (Error en la Estimacion de Parametros) de las
cuatro técnicas de filtrado precitadas, clasificado por
magnitud de variacion de tension (AV). Se presenta la
media del EEP, dado que se tienen 339 escenarios por
cada 0.001 pu de AV, tal como se indico en el sistema de
prueba detallado en la seccion 4.1. Adicionalmente, se
presenta la media del EEP ya que es el parametro que
mejor permite analizar la exactitud alcanzada; la
desviacion estandar o los percentiles aportan informacion
similar y por esta razon no se los presenta.
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Figura 3: EEP por Magnitud de Variacion de Tension.

Al analizar la Figura 3 se obtienen las siguientes
conclusiones:

o La técnica regresion lineal local (LOWESS) es la
que peores resultados presenta, pues alcanza el
mayor EEP en la estimacion paramétrica del
modelo de carga ZIP, lo que quiere decir que
obtiene la menor precision en la estimacion de los
parametros de dicho modelo.

Las técnicas regresion cuadratica local (LOESS)
y Savitzky — Golay con polinomio de grado 2 (SG
2) obtienen EEP bastante cercanos, sin embargo,
no son las técnicas que mejores desempefios
presentan en la estimacion del modelo de carga
ZIP.

Savitzky — Golay con polinomio de grado 3 (SG
3) y ancho de ventana de 35 muestras, que es el
determinado en este trabajo, es el que mejor
desempeilo alcanza, pues permite estimar los
parametros del modelo de carga ZIP con mayor
precision. Es importante notar que esto permite
que se puedan estimar modelos de carga con
menores AV, lo cual se traduce en que se logren
estimar los modelos de manera mas frecuente,
pues en los sistemas ecléctricos de potencia se
dispone normalmente de mediciones con
variaciones de pequeila magnitud.

Por tltimo, es importante indicar que el tiempo
promedio que requiere el algoritmo de filtrado con
Savitzky — Golay es de 0.3 ms para cada serie temporal
de 10 segundos de mediciones. Al requerir registros de
PMU de tension, potencia activa y potencia reactiva para
estimar el modelo de carga ZIP, el algoritmo para estas
tres magnitudes requiere en promedio 0.9 ms, haciéndolo
acorde para ser utilizado en metodologias de
modelamiento de carga automaticas y en linea.

5. CONCLUSIONES Y TRABAJOS FUTUROS

En este trabajo se evalud varias técnicas de filtrado y
suavizado de datos en la estimacion paramétrica del
modelo de carga ZIP con datos tipo ambiente de PMU.

En primer lugar, se descart6 a las técnicas de filtrado
pasa bajos con frecuencias de corte ya que obtuvieron un
rendimiento pobre en la reduccion de ruido en datos tipo
ambiente de PMU.
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En contraparte a lo anterior, se determindé que la
mejor técnica de filtrado para retirar ruido de los datos
tipo ambiente de PMU es Savitzky — Golay con
polinomio de grado 3 (SG 3) y un ancho de ventana de
35 muestras. Esta técnica se compard contra otras
técnicas recomendadas en la literatura por medio de la
precision alcanzada al estimar los parametros del modelo
de carga ZIP, obteniendo el mejor desempefio y, por lo
tanto, confirmando que es la mejor técnica para este tipo
de aplicacion.

Como trabajos futuros se plantea:

o Extender este trabajo de tal manera que se utilicen
mediciones sincrofasoriales obtenidas de sistemas
eléctricos reales.

Desarrollar un algoritmo capaz de calcular el
ancho de la ventana moévil de cada técnica de
filtrado de manera automatica y cada vez que se
disponga de una nueva seric temporal de
mediciones tipo ambiente de PMU.

Evaluar algoritmos de filtrado y suavizado de
datos que se utilizan en otras aplicaciones, en la
estimacion paramétrica del modelo de carga ZIP.
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