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EDITORIAL 

“En un escenario energético en constante evolución, el conocimiento científico y la innovación 
tecnológica se consolidan como pilares fundamentales para garantizar sistemas eléctricos seguros, 

eficientes y preparados para el futuro” 

Los sistemas energéticos atraviesan un proceso de transformación estructural, impulsado por la creciente 

integración de fuentes renovables, el uso intensivo de tecnologías digitales y la necesidad de transitar 

hacia modelos más sostenibles y eficientes. En este contexto, la Revista Técnica “energía” presenta en 

esta edición un conjunto de trabajos técnicos que articulan investigación científica, aplicación tecnológica 

e impacto territorial, reafirmando su compromiso con los criterios de calidad académica exigidos por las 

publicaciones indexadas. 

Diversos artículos de este número se concentran en el análisis dinámico y la estabilidad de los sistemas 

eléctricos de potencia, un tema crítico en redes modernas caracterizadas por una alta penetración de 

generación renovable. Estas contribuciones evidencian avances significativos hacia sistemas eléctricos 

más resilientes, capaces de responder de manera inteligente y oportuna ante perturbaciones severas y 

condiciones operativas cada vez más exigentes. 

La modelación basada en datos y el uso de técnicas de inteligencia artificial también se manifiestan en 

estudios orientados a la predicción de la demanda eléctrica del sistema ecuatoriano, fortaleciendo la toma 

de decisiones en los procesos de planificación y operación de los sistemas eléctricos desde una 

perspectiva moderna, cuantitativa y basada en evidencia. 

Un aporte distintivo de esta edición es la incorporación de metodologías de simulación digital en tiempo 

real, las cuales reflejan la convergencia entre mediciones en campo, simulación avanzada y análisis 

dinámico. Este enfoque constituye un elemento clave en la evolución de los centros de operación y análisis 

de los sistemas eléctricos, particularmente en entornos de creciente complejidad y digitalización. 

La optimización del uso de los recursos energéticos se aborda mediante estudios relacionados con el 

almacenamiento en baterías y su impacto en el despacho económico, así como a través de aplicaciones 

de programación matemática en problemas industriales. Estas contribuciones refuerzan la necesidad de 

soluciones integrales que consideren de manera simultánea criterios de eficiencia, costos y confiabilidad 

en la toma de decisiones técnicas y operativas. 

Adicionalmente, esta edición incorpora investigaciones en los ámbitos de los sistemas de distribución, la 

eficiencia energética y las tecnologías emergentes, incluyendo el análisis de la generación distribuida en 

redes desbalanceadas, la evaluación del desempeño fotométrico de luminarias LED, sistemas solares 

térmicos, generación de energía mediante dispositivos piezoeléctricos y evaluaciones energéticas y 

ambientales. Se complementan estos aportes con análisis de carácter socioeconómico relacionados con 

los subsidios energéticos y los patrones de consumo urbano, así como con estudios interdisciplinarios 

sobre residuos sólidos, ampliando el alcance temático de la revista. 

La Revista Técnica “energía” reafirma así el rol de la comunidad científica —integrada por la academia y 

la industria— como generadora de conocimiento pertinente, riguroso y con impacto en el desarrollo 

energético del país. Las contribuciones publicadas fortalecen el vínculo entre investigación, formación 

académica y necesidades del sector productivo, consolidando a la revista como un referente técnico-

científico en el ámbito energético nacional y regional. 

Comité Editorial Revista Técnica “energía” 
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Abstract 

This paper presents a deep learning-based methodology 

for short-term stability prediction in electrical systems 

with high renewable generation penetration. Based on 

dynamic simulations performed on the 39-bus IEEE 

system, including scenarios with wind and photovoltaic 

integration, a database was constructed to train a hybrid 

recurrent convolutional neural network (RCNN-EE) 

model. The model uses strategically selected electrical 

variables to capture both transient dynamics and voltage 

collapse phenomena, achieving accurate classification 

of the system state. The results obtained demonstrate 

superior performance compared to traditional 

architectures, achieving outstanding metrics even under 

unbalanced conditions. In addition, its applicability in 

real time is validated, with inference times of less than 

50 milliseconds, which demonstrates its potential for 

implementation in electrical system protection and 

control schemes. 

 

 

 

 

Resumen 

Este trabajo presenta una metodología basada en 

aprendizaje profundo para la predicción del estado de 

estabilidad de corto plazo en sistemas eléctricos con alta 

penetración de generación renovable. A partir de 

simulaciones dinámicas realizadas sobre el sistema 

IEEE de 39 barras, que incluyen escenarios con 

integración eólica y fotovoltaica, se construyó una base 

de datos que permitió entrenar un modelo híbrido de red 

neuronal convolucional recurrente (RCNN-EE). El 

modelo utiliza variables eléctricas seleccionadas 

estratégicamente para capturar tanto la dinámica 

transitoria como los fenómenos de colapso de tensión, 

logrando una clasificación precisa del estado del 

sistema. Los resultados obtenidos demuestran un 

rendimiento superior frente a arquitecturas 

tradicionales, alcanzando métricas destacadas sobre el 

95%, incluso en condiciones de clases desbalanceadas. 

Además, se valida su aplicabilidad en tiempo real, con 

tiempos de inferencia inferiores a 50 milisegundos, lo 

cual evidencia su potencial para su implementación en 

esquemas de protección y control del sistema eléctrico. 

 

Index terms— Short-term stability, deep learning, 

dynamic simulation, real-time prediction, renewable 

generation. 

Palabras clave— Estabilidad de corto plazo, 

aprendizaje profundo, simulación dinámica, predicción 

en tiempo real, generación renovable. 
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ACRÓNIMOS 

ACC: Exactitud (Accuracy). 

CNN: Red Neuronal Convolucional (Convolutional 

Neural Network). 

CU: Proporción de casos inestables correctamente 

identificados (Correct Unstable). 

DL: Aprendizaje Profundo (Deep Learning). 

EECP: Estado de Estabilidad de Corto Plazo. 

ET: Estabilidad Transitoria. 

ETCP: Estabilidad de Tensión de Corto Plazo. 

FC: Capa Totalmente Conectada (Fully Connected). 

FER: Fuentes de Energía Renovable. 

FV: Fotovoltaica. 

G-mean: Media Geométrica. 

IBR: Recursos Basados en Inversores (Inverter-Based 

Resources). 

LSTM: Memoria a Largo y Corto Plazo (Long Short-

Term Memory). 

MI: Motores de Inducción. 

PMU: Unidad de Medición Fasorial (Phasor 

Measurement Unit). 

RCNN-EE: Red Neuronal Convolucional Recurrente 

(modelo propuesto para Evaluación de Estabilidad). 

SEP: Sistema Eléctrico de Potencia. 

SS: Sensibilidad para la clase estable (Stable Sensitivity). 

1. INTRODUCCIÓN 

La creciente penetración de fuentes de generación 

renovable, especialmente eólica y fotovoltaica, está 

modificando el comportamiento dinámico de los 

sistemas eléctricos modernos. Estas tecnologías han 

reemplazado progresivamente a los generadores 

convencionales, reduciendo así la inercia del sistema y 

alterando las reservas de potencia activa y reactiva frente 

a perturbaciones severas [1]. Como consecuencia, los 

sistemas eléctricos presentan una mayor vulnerabilidad 

frente a fenómenos dinámicos que comprometen su 

estabilidad en escalas de tiempo cortas, los cuales pueden 

clasificarse en dos tipos principales de inestabilidad: la 

transitoria (ET) y la de tensión de corto plazo (ETCP) [2]. 

La ET se refiere a la capacidad del sistema para mantener 

el sincronismo de sus generadores frente a una 

perturbación severa, como un cortocircuito o la pérdida 

repentina de generación. Por otro lado, la ETCP está 

dominada por cargas dinámicas, principalmente motores 

de inducción y dispositivos electrónicos, los cuales 

durante fallas pueden exigir grandes cantidades de 

potencia reactiva, causando colapsos de tensión [3]. 

Los enfoques clásicos para evaluar estos tipos de 

inestabilidades utilizan simulaciones dinámicas no 

lineales o índices como el Short-Term Voltage Stability 

Index (SVSI), pero presentan limitaciones para su 

aplicación en tiempo real, debido a su elevado costo 

computacional y dependencia de modelos precisos [4]. 

Frente a este desafío, los métodos basados en datos han 

ganado protagonismo, impulsados por la creciente 

disponibilidad de mediciones en tiempo real 

proporcionadas por Unidades de Medición Fasorial 

(PMU) [5]. Estas unidades permiten capturar con alta 

resolución temporal variables eléctricas clave (magnitud 

de tensión, ángulo de tensión, frecuencia), abriendo la 

puerta al uso de técnicas de aprendizaje automático para 

evaluar en tiempo real el estado dinámico del sistema. 

Entre las primeras aplicaciones de inteligencia 

artificial, se destacan métodos de clasificación con 

árboles de decisión, máquinas de soporte vectorial 

(SVM) y bosques aleatorios [6]. Sin embargo, estos 

enfoques de aprendizaje automático requieren un análisis 

detallado de sus características y no capturan 

adecuadamente las relaciones espaciales ni temporales 

presentes en los datos. Mientras que los métodos de 

aprendizaje profundo (DL) permiten extraer 

automáticamente representaciones espaciotemporales 

directamente de los datos, logrando una capacidad 

predictiva superior. Aunque tradicionalmente los 

fenómenos de estabilidad transitoria y de tensión de corto 

plazo se han estudiado por separado, existe un creciente 

consenso en que su análisis conjunto es esencial, debido 

a que ambos tipos de inestabilidad se desarrollan en la 

misma ventana de tiempo afectando negativamente al 

sistema de potencia particularmente en condiciones de 

alta penetración de energías renovables [7]. 

Por su parte, en [8] se propone una metodología de 

evaluación de la vulnerabilidad dinámica del sistema 

eléctrico, tomando en consideración cinco diferentes 

síntomas de alerta del sistema tales como: inestabilidad 

transitoria, inestabilidad oscilatoria, inestabilidad de 

voltaje de corto plazo, inestabilidad de frecuencia de 

corto plazo y sobrecargas. Recientes avances proponen 

superar la separación tradicional entre ET y ETCP 

mediante la evaluación simultánea de ambos fenómenos. 

En particular, el estudio disponible en [9], plantea una 

metodología basada en Redes Neuronales 

Convolucionales Recurrentes (RCNN) que clasifica el 

estado de estabilidad de corto plazo (EECP) como 

estable, inestable por pérdida de sincronismo o inestable 

por colapso de tensión. Esta propuesta destaca por 

integrar variables de magnitud de tensión y ángulo de 

tensión medidas en barras clave del sistema, logrando 

una alta precisión predictiva aún bajo escenarios severos. 

Sin embargo, dicha metodología no contempla la 

integración de generación renovable en los escenarios 

analizados.  
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Por lo tanto, el presente trabajo tiene como objetivo 

extender la metodología de evaluación predictiva de [9], 

incorporando modelos dinámicos de generación 

renovable. A través de una base de datos construida con 

series temporales, se entrena un nuevo modelo RCNN 

para estimar el estado de estabilidad de corto plazo en 

sistemas con alta penetración de renovables.  

El presente trabajo se estructura en cinco capítulos 

que describen el procedimiento para la evaluación del 

estado de estabilidad del sistema. En el Capítulo 2 se 

desarrolla el sustento técnico y matemático necesario 

para comprender el fenómeno de la estabilidad de corto 

plazo y su evaluación con técnicas de aprendizaje 

profundo. El Capítulo 3 expone la metodología 

implementada, mientras que el Capítulo 4 presenta el 

análisis de los resultados obtenidos. Finalmente, el 

Capítulo 5 resume las principales conclusiones del 

estudio. 

2. MARCO TEÓRICO 

El siguiente capítulo tiene como objetivo brindar una 

visión general de los conceptos fundamentales 

relacionados a la estabilidad de corto plazo en sistemas 

eléctricos de potencia (SEP). 

2.1  Estabilidad de Corto Plazo 

La estabilidad en sistemas de potencia se define como 

la capacidad de un SEP para recuperar un estado de 

equilibrio tras una perturbación, manteniendo sus 

variables eléctricas dentro de límites operativos 

aceptables. Tradicionalmente, esta se ha clasificado en 

estabilidad angular, de tensión y de frecuencia. No 

obstante, la integración masiva de generación renovable 

basada en inversores (Inverter-Based Resources, IBR) 

introduce dinámicas electromagnéticas rápidas que no 

están presentes en las máquinas síncronas 

convencionales. 

De acuerdo con la extensión de la clasificación 

clásica de estabilidad propuesta en [10], la presencia de 

convertidores electrónicos da lugar a una nueva 

categoría: la estabilidad impulsada por convertidores. 

Esta categoría se divide en fenómenos de interacción 

lenta y fenómenos de interacción rápida, relacionados 

con los lazos de control de los convertidores y su 

interacción con la red. En el presente trabajo, si bien se 

reconoce la relevancia de estas nuevas categorías, el 

alcance se centra específicamente en la estabilidad 

angular transitoria y la estabilidad de tensión de corto 

plazo. Por su parte, el análisis detallado de las 

interacciones de control de alta frecuencia se propone 

como una línea de trabajo futuro [11]. 

2.1.1 Estabilidad de tensión de corto plazo 

La estabilidad de tensión de corto plazo está 

fuertemente influenciada por el comportamiento 

dinámico de las cargas, particularmente los motores de 

inducción (MI), que pueden estancarse y provocar una 

alta demanda de potencia reactiva. Por lo tanto, si la 

regulación y el soporte de tensión no alcanzan a cubrir 

esa demanda, la tensión no se recupera y el sistema deriva 

a la inestabilidad de tensión en segundos [11]. 

2.1.2 Estabilidad transitoria 

La ET se refiere a la capacidad del sistema para 

mantener el sincronismo de los generadores sincrónicos 

después de perturbaciones grandes. Si el equilibrio entre 

par eléctrico y mecánico no se restablece, el ángulo 

rotórico crece de manera sostenida y se pierde la 

sincronía [12].  

Además, con la creciente penetración de generación 

renovable, es necesario evaluar de manera conjunta la ET 

y la ETCP, ya que ambas comparten una misma ventana 

temporal, pero responden a mecanismos distintos. Por 

ello, resulta primordial aplicar metodologías que 

discriminen si la inestabilidad es provocada por pérdida 

de sincronismo o por colapso de tensión [13]. 

2.1.3 Modelamiento de la dinámica del SEP 

Para examinar el comportamiento dinámico de un 

sistema eléctrico, es indispensable representar 

matemáticamente cada uno de sus componentes físicos 

mediante ecuaciones algebraico-diferenciales (DAE), las 

cuales describen la evolución temporal del sistema a 

partir de sus condiciones iniciales. En [9], describe el uso 

de modelos de sexto orden para generadores sincrónicos, 

modelos de quinto orden para MI y modelos ZIP para 

cargas estáticas. Esta representación asegura que 

fenómenos como estancamiento o caídas de velocidad 

durante fallas sean correctamente simulados. 

2.2 Modelación de Generación Renovable 

El modelado de fuentes renovables basadas en 

convertidores de potencia completa (full converter), 

como la fotovoltaica (FV) y la eólica tipo 4, es 

fundamental para el análisis dinámico de sistemas de 

potencia, ver Fig. 1. Estas unidades se conectan mediante 

electrónica de potencia que desacopla mecánicamente la 

generación de la red, permitiendo un control preciso de 

la potencia activa y reactiva inyectada [14], [15].  

 

 
Figura 1: Representación Esquemática de un Generador Eólico y 

una Planta Fotovoltaica Conectados a la Red [14], [16] 
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En este contexto, la base de los modelos IBR es un 

lazo de control interno y rápido de corriente [17]. Es 

importante aclarar que, si bien la literatura técnica 

diferencia explícitamente las arquitecturas de 

seguimiento de red (Grid-Following, GFL) y de 

formación de red (Grid-Forming, GFM), la clasificación 

de un modelo genérico no depende solo de su 

denominación, sino de su esquema de control. 

Esta investigación analiza específicamente el 

rendimiento de inversores configurados para el 

seguimiento de red, con el fin de inyectar potencia y 

proporcionar servicios auxiliares de frecuencia y tensión. 

Cabe señalar, sin embargo, que la arquitectura de los 

modelos genéricos utilizados posibilita, a través de la 

modificación específica de sus parámetros y lazos de 

control, emular comportamientos propios de la 

formación de red. Dicha versatilidad es fundamental para 

asegurar la estabilidad del sistema frente a perturbaciones 

significativas. 

Estos generadores se modelan mediante bloques 

validados por el WECC: REGC_A para el generador, 

REEC_A como controlador eléctrico, WTGT_A para el 

tren mecánico (en eólica), y REPC_A como controlador 

a nivel planta, ver Fig. 2 [18].  

 

Figura 2: Diagrama de Bloques Funcionales del Modelo Dinámico 

Tipo 4 [18] 

2.3 Aprendizaje Profundo 

El aprendizaje automático es un campo de la 

inteligencia artificial que permite a los sistemas aprender 

automáticamente a partir de datos. Los algoritmos se 

clasifican en aprendizaje supervisado, no supervisado y 

por refuerzo. Dentro del aprendizaje supervisado, existe 

el aprendizaje profundo, que se caracteriza por utilizar 

una cascada de múltiples capas de unidades de 

procesamiento no lineal para la extracción y 

transformación de características de forma automática. 

Cuando la información de entrada consiste en series 

temporales de diferentes variables, como en el caso del 

análisis dinámico de estabilidad de sistemas eléctricos, es 

necesario emplear modelos que puedan capturar tanto las 

características espaciales como las temporales de los 

datos. Para ello, se puede utilizar una arquitectura híbrida 

basada en aprendizaje profundo denominada Red 

Neuronal Convolucional Recurrente. Esta red combina 

una primera etapa convolucional (CNN), encargada de 

extraer patrones espaciales relevantes de la señal (por 

ejemplo, relaciones entre diferentes barras), con una 

segunda etapa formada por capas LSTM, que permiten 

extraer las dependencias temporales en la evolución de 

las variables eléctricas durante la simulación. Las capas 

densas posteriores se encargan de relacionar e integrar las 

características o patrones extraídos por las capas LSTM 

o CNN, permitiendo así una representación conjunta de 

la dinámica del sistema. Finalmente, una capa de salida 

con la función de activación correspondiente (por 

ejemplo, softmax o sigmoide) clasifica el estado de 

estabilidad del sistema [19]. 

3. METODOLOGÍA 

Este capítulo presenta el procedimiento general 

desarrollado para la evaluación predictiva del EECP 

mediante un modelo de aprendizaje profundo (RCNN-

EE) [9]. En esta versión, se ha incorporado generación 

renovable (fotovoltaica y eólica) como parte de los 

escenarios de operación, lo que permite además analizar 

el impacto de su penetración sobre la estabilidad 

dinámica del sistema bajo estudio. 

 

Figura 3: Marco General de la Metodología Implementada 

La Fig. 3 ilustra el esquema general de la 

metodología, cuya primera etapa corresponde a la 

generación de la base de datos. Esta se compone de: a) 

series de tiempo (ST) de variables eléctricas del sistema 

obtenidas mediante simulaciones dinámicas ante diversas 

contingencias, bajo un amplio espectro de escenarios 

operativos que consideran la integración de generación 

solar y eólica; y b) la clasificación y etiquetado del estado 

de estabilidad de corto plazo, utilizando el monitoreo de 

una variable que refleje de manera efectiva la ocurrencia 

de un fenómeno de inestabilidad de tensión de corto 

plazo. 

La segunda etapa contempla el entrenamiento fuera 

de línea del modelo de red neuronal convolucional 

recurrente. Este modelo recibe como entrada las variables 

eléctricas generadas en la primera etapa y produce como 

salida la clasificación del estado de estabilidad de corto 

plazo del sistema, permitiendo además analizar su 

desempeño mediante métricas específicas y comparar su 

eficacia con otras arquitecturas de aprendizaje profundo. 

Finalmente, el modelo entrenado es aplicado en línea 

para realizar la evaluación del EECP bajo la ocurrencia 

de alguna contingencia en tiempo real.  

Generación de base de datos

Series de tiempos 
de variables del 
sistema eléctrico.

Evaluación y 
etiquetado del 
EECP.

Entrenamiento fuera de línea

RCNN-EE: 
Clasificador del 
EECP.

Aplicación

Predicción del 
estado de 
estabilidad con 
RCNN-EE
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3.1 Base de Datos 

La base de datos utilizada para el entrenamiento y 

validación del modelo se construyó a partir de 

simulaciones dinámicas realizadas en el software 

PowerFactory DIgSILENT sobre el sistema IEEE New 

England de 39 barras. Se incorporaron nuevas unidades 

de generación renovable (fotovoltaica y eólica) 

conectadas en distintas barras. La ubicación de estas 

fuentes en los nodos del sistema se realizó en función del 

potencial del recurso primario disponible, 

complementando así la generación convencional, 

conforme al análisis desarrollado en [13]. 

3.1.1 Escenarios de operación 

Se utilizaron múltiples escenarios de operación 

considerados en [9]. Los cuales se agruparon en bandas 

horarias (pico, valle y resto), mediante el algoritmo K-

Means, con el objetivo de establecer un esquema de 

despacho que integre fuentes de generación renovable 

[13]. En este contexto, la generación fotovoltaica (FV) se 

incorpora exclusivamente durante la franja horaria 

correspondiente a la condición de carga “resto”, mientras 

que la generación eólica se considera constante a lo largo 

de las tres bandas horarias. De esta manera, se configuran 

escenarios de operación que integran el despacho 

económico de energías renovables, en función de la 

capacidad disponible del sistema de prueba. En este 

análisis, se consideraron los costos de generación 

fotovoltaica y eólica como nulos dentro del Optimal 

Power Flow (OPF), permitiendo evaluar el despacho 

económico del sistema bajo diferentes condiciones de 

carga. La ubicación de las plantas se definió con base en 

el aprovechamiento de los recursos energéticos 

disponibles. A partir de las coordenadas geográficas 

aproximadas del sistema IEEE de 39 barras (localizado 

en el noreste de EE. UU.) y mediante el uso de datos del 

Global Solar Atlas y del Global Wind Atlas, se 

identificaron las zonas con mayor potencial renovable. 

Como resultado, se extendió el sistema original a 45 

barras, situando la generación renovable en las barras 32, 

33 y 34 donde ya se tiene generación convencional. En 

este sentido, de acuerdo con las configuraciones típicas 

de parques renovables, se integró una capacidad total de 

1200 MW, se incorporaron 600 MW solares mediante 

tres plantas fotovoltaicas de 200 MW cada una, y 600 

MW eólicos a través de tres parques de igual capacidad 

unitaria. 

Para el análisis de estabilidad de corto plazo, las 

fuentes renovables se modelaron como constantes debido 

a que la ventana temporal de estudio es de apenas 5 

segundos. Para considerar la incertidumbre y garantizar 

la validez de los resultados, se realizó un análisis de 

robustez variando la generación renovable en un 10%. Al 

reducir la inyección en este porcentaje, se verificó 

mediante los modelos predictivos que la clasificación del 

estado de estabilidad (estable, ET o ETCP) mantuvo su 

precisión para los casos evaluados. Este resultado 

confirma que la metodología es robusta ante 

incertidumbres de despacho renovable, aunque un 

análisis más profundo de la incertidumbre se plantea 

como trabajo futuro. Por último, la operación del sistema 

se configuró conforme a la Ley argentina 27.191, la cual 

exige una penetración mínima de energías renovables 

equivalente al 20% del consumo total. Los escenarios de 

simulación se diseñaron para evaluar condiciones de 

operación críticas, alcanzando para ello un nivel de 

penetración promedio del 20%. 

3.1.2 Simulación de contingencias N-1 

Sobre cada escenario de operación definido, se 

llevaron a cabo simulaciones de contingencias de tipo N-

1, incluyendo la salida de unidades de generación 

convencional y cortocircuitos trifásicos en líneas de 

transmisión, con su posterior despeje a los 80 ms. Se 

decidió no modelar la salida de centrales fotovoltaicas y 

eólicas para preservar la condición de máxima 

penetración renovable, permitiendo así evaluar el mayor 

impacto de estos recursos sobre la estabilidad del sistema 

y poder evaluar el impacto de las FER en los mismos 

escenarios de operación y contingencias analizados sin 

FER. El análisis detallado de la pérdida simultánea de 

generación renovable y sus efectos en la operación del 

sistema se plantea como una línea de investigación para 

trabajos futuros. Estos dos tipos de contingencias fueron 

seleccionados por representar perturbaciones severas que 

pueden comprometer la estabilidad del sistema eléctrico, 

llegando incluso a provocar cortes parciales o totales del 

suministro. Asimismo, se implementaron modelos 

dinámicos para las plantas de generación solar y eólica, 

en todos los casos considerando estrategias de control de 

tensión. Las simulaciones se realizaron en un horizonte 

temporal de 5 segundos, permitiendo capturar con 

suficiente resolución la evolución dinámica de las 

variables del sistema ante los fenómenos de inestabilidad 

de corto plazo. 

3.1.3 Selección de las variables de entrada 

La correcta selección de variables eléctricas de 

entrada es un aspecto crucial en el desempeño de las 

máquinas de aprendizaje. Esta selección debe 

fundamentarse en la relación existente entre dichas 

variables y los fenómenos dinámicos que se pretenden 

detectar, a fin de maximizar la capacidad predictiva del 

modelo. Por ejemplo, el estudio presentado en [20] que 

identifica generadores críticos ante inestabilidad 

transitoria, las variables seleccionadas incluyen la 

magnitud de tensión, ángulo de tensión y ángulo del rotor 

(δ) de los generadores sincrónicos. Esta última variable 

es representativa en la dinámica transitoria, ya que refleja 

las oscilaciones del rotor frente a grandes perturbaciones, 

constituyéndose en el principal indicador de pérdida de 

sincronismo. Por otro lado, [2] se centra en la evaluación 

predictiva de la estabilidad de tensión de corto plazo. En 

este contexto, se incorpora la magnitud y ángulo de la 

tensión de las barras, al igual que la velocidad de los 

motores de inducción, siendo esta última variable un 

indicador sensible para capturar el fenómeno de la ETCP. 

5



Edición No. 22, Issue II, Enero 2026 

 

En este sentido, en el presente trabajo se seleccionan 

las siguientes variables de entrada: magnitud de tensión 

(|V|) ángulo de tensión (θ), velocidad de los motores de 

inducción (ω) y ángulo del rotor (δ) de los generadores 

sincrónicos. Por lo tanto, las variables |V| y θ se derivan 

de las mediciones fasoriales sincronizadas por PMU, 

mientras que ω se calcula de forma indirecta empleando 

la ecuación dinámica del rotor, las mediciones de tensión 

y los parámetros característicos de los motores de 

inducción [21]. Por último, el ángulo del rotor δ se 

obtiene a partir de las mediciones de fase de tensión 

sincronizadas por PMU, análogo al cálculo realizado por 

ciertas PMU avanzadas [22]. 

La extracción de estas variables se realiza 

selectivamente únicamente en las barras donde se 

encuentran los motores de inducción y en las barras que 

contienen generadores convencionales o convencionales 

y renovables. De este modo, se conforma un conjunto de 

variables que permite abordar de forma simultánea y 

eficiente la predicción del estado de estabilidad de corto 

plazo tanto transitoria como de tensión. Cabe señalar que 

no se extraen variables directamente de las plantas FV y 

eólicas, ya que su comportamiento operativo está 

intrínsecamente ligado a la respuesta dinámica observada 

en las PMU de las barras de generación donde están 

conectadas. 

3.1.4 Etiquetado del estado de estabilidad 

Como parte fundamental de la metodología, una vez 

definidas las variables de entrada del modelo de 

aprendizaje profundo, es necesario establecer las salidas, 

las cuales se determinan mediante la metodología de 

evaluación definida en [9] y analizada en [13]. Dicha 

metodología se compone de dos etapas diferenciadas que 

se muestran en la Fig. 4. 

En la primera etapa, se realiza un ajuste de las 

condiciones de simulación, considerando tanto la 

contingencia N-1 como el escenario de operación 

correspondiente. A partir de estas condiciones iniciales, 

se ejecuta la simulación dinámica en el dominio del 

tiempo. Durante esta simulación, se monitorea el 

comportamiento del ángulo del rotor de los generadores. 

Si la máxima separación angular entre cualquier 

generador y el generador de referencia supera el límite 

teórico de 180°, es decir, |∆| 𝛿 𝑚𝑎𝑥 > 180°, se considera 

que uno o más generadores han perdido el sincronismo. 

Este fenómeno suele manifestarse también en forma de 

oscilaciones de tensión entre valores altos y bajos en 

distintas barras del sistema, por lo que el caso se clasifica 

como inestable. Por otro lado, si |∆| 𝛿 𝑚𝑎𝑥 < 180°, se 

considera que el sistema permanece estable frente a la 

perturbación evaluada.  

La segunda etapa tiene como objetivo identificar el 

mecanismo principal de inestabilidad presente en 

aquellos casos previamente clasificados como inestables. 

Para ello, se realiza una nueva simulación en el dominio 

del tiempo, esta vez ajustando el sistema para 

desconectar la totalidad de la carga motórica. Si dicha 

acción de control permite que el sistema recupere un 

estado estable, se concluye que las cargas dinámicas 

fueron las responsables del comportamiento inestable, 

clasificando el caso como inestable por pérdida de 

estabilidad de tensión de corto plazo. En cambio, si la 

desconexión de las cargas dinámicas no modifica la 

condición de inestabilidad, se interpreta que los 

generadores sincrónicos tienen mayor protagonismo en 

el fenómeno observado, por lo tanto, el caso se clasifica 

como inestable por pérdida de estabilidad transitoria. 

La información correspondiente al EECP, obtenida a 

partir de esta metodología, se codifica mediante el vector 

𝑐. Dicho vector está estructurado en tres niveles, cada uno 

de los cuales representa un posible estado del sistema: 

estable, inestable por ET o inestable por ETCP. Es decir: 

c = {

[1,0,0] 𝑆𝑖 𝐸𝐸𝐶𝑃 = 𝑒𝑠𝑡𝑎𝑏𝑙𝑒                         
[0,1,0] 𝑆𝑖 𝐸𝐸𝐶𝑃 = 𝑖𝑛𝑒𝑠𝑡𝑎𝑏𝑙𝑒 𝑝𝑜𝑟 𝐸𝑇       
[0,0,1] 𝑆𝑖 𝐸𝐸𝐶𝑃 = 𝑖𝑛𝑒𝑠𝑡𝑎𝑏𝑙𝑒 𝑝𝑜𝑟 𝐸𝑇𝐶𝑃 

 

 

(1) 

Esta información sobre la evaluación del EECP que 

contiene el vector 𝑐, es utilizada para el entrenamiento 

del modelo RCNN-EE. 
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Figura 4: Diagrama de Flujo de la Metodología de la EECP 

3.2 Modelado RCNN-EE 

La arquitectura empleada en este estudio corresponde 

a una combinación de algoritmos de aprendizaje 

profundo. Por un lado, se utilizan redes neuronales 

convolucionales (CNN), cuya función principal es la 

extracción de características espaciales. Por otro lado, se 

integran redes neuronales recurrentes con memoria a 

largo y corto plazo (LSTM), las cuales permiten capturar 

características temporales. La integración secuencial de 

ambas estructuras da lugar al modelo RCNN. 

3.2.1 Procesamiento de datos 

Antes de entrenar el modelo, los datos deben 

organizarse en un formato estructurado que permita 

capturar tanto la información espacial (por barra) como 
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la temporal (evolución en el tiempo) de las variables del 

sistema. Para ello, se construye un tensor 

multidimensional, que es una estructura de datos 

utilizada frecuentemente en aprendizaje profundo para 

representar conjuntos de datos complejos [23]. 

El conjunto de datos utilizado corresponde a un tensor 

de dimensiones (N,15,16,4), que representa series de 

tiempo de 15 muestras para 16 barras del sistema con 

carga dinámica y generación, y 4 variables eléctricas. Los 

datos se dividen en subconjuntos de entrenamiento y 

prueba (80%-20%). Posteriormente, se aplica una 

normalización global, calculando la media y desviación 

estándar sobre todas las muestras y barras del conjunto 

de entrenamiento. 

3.2.2 Entrenamiento 

La arquitectura del modelo RCNN-EE se presenta en 

la Fig. 5. En primer lugar, se encuentran las capas 

convolucionales, seguidas de una capa densa (FC) que 

relaciona las características extraídas. Estas son luego 

procesadas por las capas LSTM, y finalmente, una 

segunda capa densa realiza la clasificación del estado del 

sistema como estable, inestable por ET o inestable por 

ETCP.  

 

Figura 5: Estructura del Algoritmo de Aprendizaje RCNN-EE 

El modelo se entrenó utilizando la función de pérdida 

categórica (categorical crossentropy), adecuada para 

problemas de clasificación multiclase con etiquetas 

codificadas en formato one-hot. Como algoritmo de 

optimización se empleó Adam, ampliamente utilizado en 

tareas de aprendizaje profundo por su eficiencia en la 

convergencia. Durante el entrenamiento se incorporaron 

mecanismos de regularización para evitar el sobreajuste. 

En particular, se utilizó la técnica de Dropout en las capas 

densas, desconectando aleatoriamente un porcentaje de 

las neuronas en cada iteración. Además, para abordar el 

desbalance de clases, se aplicaron técnicas de 

oversampling (sobremuestreo) y asignación de pesos 

específicos a cada clase en la función de pérdida, lo que 

permitió mejorar la capacidad del modelo para identificar 

con mayor precisión los estados inestables. 

3.3 Métricas de Desempeño 

Una vez finalizado el entrenamiento con el conjunto 

de datos de entrenamiento, el modelo RCNN se evalúa 

utilizando el conjunto de prueba, a fin de medir su 

capacidad de generalización. El desempeño se analiza 

mediante la matriz de confusión y cuatro métricas 

específicas. 

• Accuracy (ACC): Exactitud global. 

• Correct Unstable (CU): Proporción de 

inestables correctamente identificados. 

• Stable Sensitivity (SS): Sensibilidad para la 

clase estable. 

• G-Mean: Media geométrica entre CU y SS. 

3.4 Aplicación del Modelo RCNN-EE en Tiempo 

Real 

La finalidad de este estudio es que el modelo de 

aprendizaje profundo desarrollado pueda ser aplicado en 

tiempo real, permitiendo así una evaluación oportuna del 

estado de estabilidad del sistema eléctrico. Esta 

capacidad de predicción en línea resulta fundamental 

para sistemas de protección y control, ya que posibilita la 

toma de decisiones correctivas de manera anticipada ante 

eventos que comprometan la estabilidad del sistema. 

4. ANÁLISIS DE RESULTADOS 

En este capítulo se presentan los resultados obtenidos 

a partir de la implementación de la metodología 

propuesta en [9] considerando sistemas con alta 

penetración de generación basada en fuentes de energía 

renovable (FER).  

4.1 Caso de Estudio 

El caso de estudio corresponde al sistema IEEE New 

England de 39 barras, el cual fue modificado para incluir 

600 MW de generación eólica y 600 MW de generación 

fotovoltaica. Las nuevas plantas renovables se 

conectaron en las barras 32, 33 y 34, seleccionadas por 

su alto recurso primario (irradiancia y velocidad de 

viento), ver Fig. 6. El modelo de generación renovable 

utilizado fue del tipo 4 disponible en la librería de 

PowerFactory y operando bajo un modo de control de 

tensión local (modo 3). En el estudio se analizaron 9883 

escenarios operativos con simulaciones dinámicas de 

contingencias N-1, que incluyen pérdidas de generación 

y cortocircuitos trifásicos. La base de datos dinámica se 

generó mediante scripts DPL en PowerFactory, mientras 

que los datos estáticos y el OPF se resolvieron en Python 

empleando PYPOWER. Los escenarios se agruparon en 

las tres bandas horarias usando clustering con K-Means, 

considerando que la generación eólica opera en todas las 

franjas, mientras que la FV sólo en la banda resto. Cada 

caso fue posteriormente clasificado en una de las tres 

clases de estabilidad: estable, inestable por pérdida de 

sincronismo (ET) o inestable por colapso de tensión 

(ETCP), conformando así una base de datos etiquetada 

apta para entrenamiento y validación del modelo 

predictivo. 

Finalmente, esta base de datos etiquetada permite 

evaluar la capacidad del modelo RCNN-EE, entrenado 

sin FER, para predecir adecuadamente en escenarios que 

las incluyen. En caso de que los resultados no sean 

satisfactorios, dicha base sirve también para entrenar una 

nueva RCNN-EE adaptada a la nueva composición del 

parque de generación. 
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Figura 6: Sistema New England 39 Barras con Penetración de 

Energías Renovables 

4.2 Evaluación del Clasificador RCNN-EE 

Entrenado sin FER 

En esta sección se analiza el modelo RCNN-EE 

entrenado en [9]. Para ello, se utilizó la nueva base de 

datos generada a partir de la metodología explicada 

anteriormente, que incorpora integración de generación 

renovable (eólica y solar). La Tabla 1 resume los 

resultados de clasificación obtenidos por el modelo 

RCNN-EE de [9] frente a la aplicación de la metodología 

de etiquetado en la base de datos del sistema con FER 

[13] 

Tabla 1: Comparación de Clasificación RCNN-EE vs Etiquetado 

en Sistema con FER 

Tipo 

EECP 

RCNN-EE 

Entrenado en 

[9] sin FER 

Metodología de 

etiquetado con FER 

Estables 6888 7930 

ET 2477 1529 

ETCP 518 424 

Total 9883 9883 

A partir de los resultados de la Tabla 1, se observa 

una discrepancia considerable, especialmente en la clase 

"Estables", donde el modelo subestima la cantidad de 

casos estables y sobreestima los casos inestables. Esto 

indica que el modelo RCNN-EE, al haber sido entrenado 

con una topología de red distinta y sin considerar 

generación renovable, pierde capacidad predictiva ante 

nuevos escenarios con alta penetración renovable. Este 

análisis justifica la necesidad de reentrenar el modelo 

utilizando la nueva base de datos. 

4.3 Entrenamiento y Diseño de Modelos 

En este apartado se describe brevemente el diseño de 

las máquinas de aprendizaje profundo utilizados, así 

como el proceso de entrenamiento aplicado.  

4.3.1 Diseño del modelo 

El modelo de aprendizaje profundo consta de un 

módulo CNN con tres capas convolucionales (64, 32 y 4 

filtros de tamaño 3×3) con función de activación ReLU, 

seguidas de max pooling 2×2, normalización por lotes y 

dropout 0.1 para evitar sobreajuste. El resultado se aplana 

(flatten) y pasa a 32 neuronas FC (ReLU). Luego, la 

salida alimenta un módulo LSTM de 64 neuronas, con 

función de activación tanh y normalización por capas, 

encargado de procesar las dependencias temporales. 

Finalmente, las características extraídas atraviesan una 

FC de 64 neuronas (ReLU) y un clasificador softmax de 

3 salidas, que entrega la probabilidad de pertenencia a 

cada clase de estabilidad. Para una mejor apreciación se 

presenta la Fig. 7. 

Durante el entrenamiento se ajustaron los 

hiperparámetros más relevantes, como la tasa de 

aprendizaje (1×10⁻³), el tamaño de lote (256), el número 

de épocas (600). Se empleó la función de pérdida 

categorical cross-entropy y el optimizador Adam.  

Conv

64, 3x3

ReLU

Dropout

0.1

MaxPool

2x2

Batch

Normalization

Conv

32, 3x3

ReLU

Dropout

0.1

MaxPool

2x2

Batch

Normalization

Conv

4, 3x3

ReLU

Dropout

0.1

MaxPool

2x2

Batch

Normalization

LSTM

64

tanh

Layer

Normalization

FC, 32

ReLU

FC, 32

ReLU

FC, 3

Softmax

F
la

tt
e
n

Capas convolucionales Capas FC Capas LSTM
Capas FC y 

clasificador

Salida:

(none, 3)

Entrada:

(none, 15,16,4)

 

Figura 7: Arquitectura del Modelo RCNN-EE 

Además, se aplicaron pesos de clase para compensar 

el desbalance del conjunto de datos original, el cual 

presentaba una marcada minoría de escenarios de 

inestabilidad de tensión de corto plazo (424 casos de 

ETCP sobre un total de 9883). Para mejorar el 

entrenamiento del modelo, se realizó un proceso de 

oversampling mediante la duplicación de dichos casos de 

ETCP, resultando en un conjunto de datos final de 10307 

casos. Sobre este conjunto, se determinaron los pesos de 

penalización según la Ec. (2). 

𝛼𝑗 =
𝑛

𝑘𝑛𝑗

 (2) 

Donde 𝛼𝑗 es el paso de la clase 𝑗, 𝑛 es el número total 

de casos de estudio (10307), 𝑛𝑗 es el número de casos de 

estudio de la clase 𝑗 (estable: 7930, inestable por ET: 

1529, inestable por ETCP: 848), y 𝑘 es el número de 

clases que en este caso es 3. Por lo tanto, se obtuvo el 

vector de balance α = [0.43, 2.25, 4]. 

Con el objetivo de evaluar el impacto del desbalance 

de clases en el rendimiento del modelo, se realizaron 

múltiples análisis variando los pesos de clase (α), tal 

como se muestra en la Fig. 8. Se observa que asignar 

pesos proporcionales a la cantidad real de muestras por 
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clase mejora el desempeño en métricas sensibles al 

desbalance, especialmente el CU y el G-mean, lo que 

indica una mejor capacidad del modelo para detectar los 

casos inestables sin sacrificar el rendimiento general. 

 

Figura 8: Métricas de Desempeño Considerando Diferentes 

Vectores de Pesos de Balance 

4.3.2 Resultados del entrenamiento 

Durante el proceso de entrenamiento, se registraron 

las curvas de pérdida y precisión tanto en el conjunto de 

entrenamiento como en el de validación (reservando un 

20 % de los datos de entrenamiento para este último). La 

Fig. 9 muestra la evolución de la función de pérdida, 

donde se observa una disminución progresiva y estable 

hasta alcanzar valores bajos, lo que indica una buena 

convergencia del modelo sin evidencia de sobreajuste. 

Por su parte, la Fig. 10 presenta la evolución de la 

precisión, evidenciando un incremento sostenido hasta 

estabilizarse cerca del 97% para ambos conjuntos. 

 

Figura 9: Evolución de la 

Pérdida Durante el 

Entrenamiento 

 

Figura 10: Evolución de la 

Precisión Durante el 

Entrenamiento 

4.4 Resultados del Desempeño 

El desempeño del modelo RCNN-EE se evaluó 

mediante matrices de confusión para los conjuntos de 

entrenamiento y prueba, como se muestra en la Tabla 2. 

Los valores en la diagonal principal indican 

clasificaciones correctas (verdaderos positivos) para cada 

clase. Los valores fuera de la diagonal corresponden a 

errores de clasificación (falsos positivos o falsos 

negativos), que permiten calcular las métricas de 

desempeño de la Tabla 3. 

 

 

Tabla 2: Matrices de Confusión tanto para los Datos de 

Entrenamiento como para los de Prueba 

En cuanto a las métricas de desempeño, se resumen 

en la Tabla 3. Estas métricas reflejan un rendimiento 

adecuado del modelo de aprendizaje, manteniendo altos 

niveles de precisión y confiabilidad tanto en el conjunto 

de entrenamiento como en el de prueba. En particular, la 

métrica G-mean demuestra un buen desempeño global, 

especialmente en contextos con clases desbalanceadas. 

Tabla 3: Métricas de Desempeño 

Métrica 
Datos de 

entrenamiento 
Datos de prueba 

Precisión (ACC) [%] 96.96 96.07 

Sensibilidad (SS) [%] 96.71 95.78 

Confiabilidad (CU) [%] 99.71 99.40 

G-mean [%] 98.20 97.57 

4.5 Comparación con Otros Modelos Deep 

Learning 

Con el objetivo de confirmar un mejor desempeño de 

la RCNN-EE entrenada, en la Fig. 11 se presenta una 

comparación del comportamiento de la pérdida para los 

modelos LSTM, CNN y RCNN-EE. Se evidencia que el 

modelo propuesto (RCNN-EE) presenta una menor 

pérdida durante todo el entrenamiento, lo que se ve 

reflejado también en las métricas globales de rendimiento 

dispuestas en la Tabla 4. 

Estos resultados permiten concluir que la arquitectura 

híbrida RCNN-EE supera a los modelos tradicionales 

CNN y LSTM, tanto en precisión como en métricas 

complementarias evaluadas sobre el conjunto de datos de 

prueba. Esto valida su capacidad de generalización para 

la tarea de clasificación del estado de estabilidad del 

sistema eléctrico ante escenarios no vistos durante el 

entrenamiento. 

Datos entrenamiento 

Real \ Predicción Estable 
Inestable 

ET 

Inestable 

ETCP 

Estable 6099 1 232 

Inestable ET 2 1212 16 

Inestable ETCP 0 0 683 

Datos de prueba 

Real \ Predicción Estable ET ETCP 

Estable 1530 1 67 

Inestable ET 1 286 12 

Inestable ETCP 0 0 165 
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Figura 11: Comparación con Otras Máquinas de Aprendizaje 

Tabla 4: Comparación con Otros Modelos Deep Learning 

Método ACC (%) SS (%) CU (%) G-mean (%) 

LSTM 91.80 91.29 97.60 94.40 

CNN 91.95 91.35 98.80 95.00 

RCNN-EE 96.07 95.75 99.40 97.57 

4.6 Aplicación de la RCNN en Tiempo Real 

La aplicación en tiempo real del modelo RCNN-EE 

requiere que la información proveniente de las PMU sea 

procesada de modo que el modelo entrenado pueda 

interpretar correctamente las señales y clasificar el estado 

del sistema. En este contexto, el modelo RCNN-EE debe 

predecir el estado de inestabilidad con la anticipación 

suficiente para decidir y ejercer una acción de control 

correctivo o de emergencia que evite la pérdida de 

estabilidad. En este sentido, se evaluaron y calcularon los 

tiempos asociados a la metodología para la predicción del 

estado de estabilidad. La ventana de datos analizada, de 

140 ms, abarca la falla y la condición post falla. Los 

retardos de adquisición y transmisión de datos son de 100 

ms. El tiempo requerido para el preprocesamiento de 

datos fue de 1,3 ms, mientras que el proceso de 

clasificación tomó aproximadamente 48,2 ms. Es 

importante destacar que estos tiempos de cálculo 

dependen en gran medida de las capacidades del equipo 

en el cual se ejecutó el modelo; por lo tanto, utilizando 

una máquina más moderna y con mayor capacidad de 

procesamiento, es posible reducirlos significativamente, 

tal como se ha demostrado en la referencia [9]. El tiempo 

total acumulado para la predicción, considerando los 

tiempos expuestos en la Fig. 12, se establece en 289,5 ms 

desde el inicio de la falla hasta la finalización de la 

predicción. Este valor es significativamente inferior al 

intervalo en que típicamente se desarrollan las 

inestabilidades de corto plazo, lo que permite que, una 

vez identificada la condición de inestabilidad, se tome 

oportunamente una decisión de control de emergencia. 

Entre estas acciones se destacan, por ejemplo, la 

desconexión selectiva de generadores ante fenómenos de 

inestabilidad transitoria o la desconexión de cargas 

dinámicas críticas frente a escenarios de colapso de 

tensión, mitigando así la pérdida de estabilidad del 

sistema. 

 

Figura 12: Línea de Tiempo para la Aplicación en Tiempo Real 

del Modelo de Aprendizaje 

5. CONCLUSIONES Y RECOMENDACIONES 

La integración de generación renovable impacta 

significativamente la dinámica del sistema eléctrico, 

aumentando la complejidad en la evaluación de la 

estabilidad de corto plazo y exigiendo metodologías 

predictivas que consideren en estos escenarios tanto la 

estabilidad transitoria como la de tensión de manera 

conjunta. 

El modelo híbrido RCNN-EE entrenado demuestra 

un alto desempeño predictivo (ACC: 96.07 %, G-mean: 

97.57 %), superando a arquitecturas convencionales de 

aprendizaje profundo como CNN y LSTM, y mostrando 

una capacidad robusta para discriminar entre estados 

estables e inestables ante perturbaciones severas. 

El modelo híbrido implementado permite una 

evaluación en tiempo real con tiempos menores a 400 ms, 

lo que, valida su aplicabilidad en sistemas de protección 

y control del sistema eléctrico, permitiendo la toma de 

decisiones de emergencia durante la operación en tiempo 

real de los sistemas de potencia. 

Se evidenció que los clasificadores entrenados 

exclusivamente con topologías de generación 

convencional pierden capacidad predictiva ante la 

inclusión de fuentes renovables. Dado que la dinámica 

del sistema se ve alterada por el desplazamiento de la 

generación sincrónica, el uso de modelos sin actualizar 

bajo estas nuevas condiciones operativas compromete la 

confiabilidad de la evaluación en tiempo real. 

TRABAJOS FUTUROS 

Como trabajo futuro, se propone profundizar en el 

impacto de la incertidumbre asociada a la variabilidad 

estocástica de los recursos renovables. Asimismo, se 

plantea ampliar el alcance del estudio hacia la estabilidad 

impulsada por convertidores, analizando específicamente 

las interacciones de control de alta frecuencia y los 

fenómenos de interacción rápida. También se contempla 

la evaluación de escenarios de contingencia más 

complejos, como la pérdida simultánea de grandes 

bloques de generación renovable y sus efectos en la 

dinámica del sistema. Finalmente, se buscará optimizar 

la implementación del modelo RCNN-EE en hardware de 

mayor capacidad para reducir los tiempos de 

procesamiento, fortaleciendo así su integración en 

esquemas de control de emergencia en tiempo real. 
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Abstract 

 

The massive integration of renewable energy sources, 

such as wind and photovoltaic power, has altered the 

dynamics of Power Systems (PS), reduced rotational 

inertia and affected transient stability. To address this 

challenge, this work applies to an Adaptive Generation 

Tripping Scheme (AGTS) based on deep learning and 

PMU measurements to adaptively identify and 

disconnect in real time the critical generators 

responsible for instability in a system with high 

renewable energy penetration. 

The proposed methodology employs a dynamic 

database encompassing various operational scenarios 

and n-1 contingencies to train a hybrid Recurrent 

Convolutional Neural Network (RCNN) that identifies 

the generators whose disconnection allows the system 

to recover stability. The results demonstrate that the 

model enables the recovery of transient stability with 

minimal disconnection of conventional generation and 

response times below 0.5 s, achieving accuracy and 

effectiveness above 97%, thus confirming its potential 

for real-time application in systems with high renewable 

penetration. 

 

Resumen 

 

La integración masiva de fuentes de energías 

renovables, como la eólica y la fotovoltaica, ha 

modificado la dinámica de los Sistemas Eléctricos de 

Potencia (SEP), reduciendo la inercia rotacional y 

afectando la estabilidad transitoria. Ante este desafío, en 

este trabajo se aplica el Esquema Adaptativo de 

Desconexión de Generación (EADG) basado en 

aprendizaje profundo y mediciones PMU para 

identificar de forma adaptable y desconectar en tiempo 

real los generadores críticos responsables de la 

inestabilidad en un sistema con alta penetración de 

generación basada en fuentes de energía renovable. 

La metodología aplicada utiliza una base de datos 

dinámica con distintos escenarios operativos y 

contingencias n-1, para entrenar una red neuronal 

híbrida RCNN que identifica los generadores cuya 

desconexión permite recuperar la estabilidad del 

sistema. Los resultados demuestran que el modelo 

permite la recuperación de estabilidad transitoria con 

una desconexión mínima de generación convencional y 

tiempos de respuesta inferiores a 0.5 s, demostrando su 

precisión y efectividad, mayores al 97%, y aplicabilidad 

en tiempo real en sistemas con alta penetración 

renovable. 

Index terms— Renewable energy, Transient stability, 

Deep learning, Adaptive tripping scheme, PMU. 

Palabras clave— Energías renovables, Estabilidad 

transitoria, Aprendizaje profundo, Esquema Adaptable 

de desconexión de generación, PMU. 
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1. INTRODUCCIÓN 

El objetivo global de descarbonizar la matriz 

energética ha impulsado la incorporación masiva de 

fuentes de energía renovable (FER) en los Sistemas 

Eléctricos de Potencia (SEP). Los avances tecnológicos 

y las políticas de sostenibilidad han favorecido su 

expansión, aunque esta transición introduce nuevos 

desafíos operativos al reducir la inercia y comprometer la 

estabilidad del sistema [1]. 

La disminución de inercia afecta directamente la 

estabilidad transitoria (ET), limitando la capacidad del 

sistema para reaccionar ante perturbaciones severas 

dentro de tiempos adecuados para una acción de control 

efectiva [2]. En este contexto, se requiere el desarrollo de 

metodologías más rápidas de evaluación y respuesta. 

Los métodos tradicionales de análisis paso a paso son 

ineficientes para su aplicación en tiempo real por su alta 

demanda computacional [3], [4]. Los métodos directos, 

aunque más rápidos, presentan limitaciones al no 

considerar modelos dinámicos detallados [3]. 

Actualmente, las Unidades de Medición Sincrofasorial 

(PMU) permiten evaluar la estabilidad en tiempo real 

mediante minería de datos y aprendizaje profundo [3], 

[4]. 

Sin embargo, la mayoría de estas metodologías 

fueron desarrolladas bajo paradigmas de generación 

convencional, reduciendo su eficacia en sistemas con alta 

penetración renovable. En [5], se analizó el impacto de 

las FER en la estabilidad de tensión de corto plazo 

(ETCP) y la ET, concluyendo que la mayor presencia 

renovable incrementa los casos de inestabilidad 

transitoria debido a la pérdida de inercia. 

Este trabajo toma como base los escenarios de [5], 

focalizándose en los casos inestables transitorios. Sobre 

ellos se aplica la metodología de identificación de 

generadores críticos propuesta en [4], adaptándola a 

sistemas con alta penetración renovable para 

implementar un Esquema Adaptativo de Desconexión de 

Generación (EADG). 

El documento se organiza en cinco capítulos: el 

Capítulo 2 aborda los fundamentos teóricos y 

herramientas empleadas; el Capítulo 3, la metodología 

aplicada; el Capítulo 4, los resultados obtenidos; y el 

Capítulo 5, las conclusiones del estudio. 

2. MARCO TEÓRICO 

Para poner en contexto la presente investigación, se 

presenta una serie de conceptos sobre estabilidad 

transitoria y herramientas necesarias para aplicar la 

metodología propuesta en [4] a sistemas con alta 

penetración de generación basada en FER. 

2.1 Estabilidad Transitoria  

La ET se define como la capacidad del sistema 

eléctrico para mantener el sincronismo tras una 

perturbación severa. Esta condición depende de la 

habilidad de los generadores síncronos (SG) para 

restablecer el equilibrio entre el par mecánico 𝑇̅𝑚 

suministrado por la turbina y el par electromagnético 𝑇̅𝑒 
producido por la máquina [6]. 

El ángulo del rotor constituye la variable principal 

para analizar este fenómeno, ya que refleja directamente 

las oscilaciones del generador durante y después de una 

falla. Dicho comportamiento se describe mediante la 

ecuación del movimiento rotacional (ecuación 1): 

2𝐻

𝜔0

𝑑2𝛿

𝑑𝑡2
=  𝑇̅𝑚 − 𝑇̅𝑒 (1) 

Donde 𝐻 es la constante de inercia, 𝜔0 la velocidad 

angular nominal y 𝛿 el ángulo del rotor respecto al eje 

síncrono. 

Cuando este equilibrio se pierde, el ángulo del rotor 

aumenta progresivamente, lo que puede conducir a la 

pérdida de sincronismo del generador con el resto del 

sistema. Este fenómeno caracteriza la inestabilidad 

transitoria, manifestada por una divergencia del ángulo 

rotórico. 

Como medida de emergencia, se aplican esquemas de 

desconexión automática de generación (DAG) o el 

Esquema Adaptativo de Desconexión de Generación 

(EADG) propuesto en [4], con el objetivo de preservar la 

estabilidad global del sistema y mitigar el impacto de la 

falla [7]. 

2.2 Modelos Dinámicos de Fuentes de Energía 

Renovable (FER) 

El creciente uso de fuentes de energía renovable, 

especialmente eólica y fotovoltaica ha introducido 

nuevos desafíos para la estabilidad de los sistemas 

eléctricos de potencia. Con el fin de analizar su 

comportamiento dinámico frente a contingencias, se 

emplean los modelos desarrollados por el EPRI y 

posteriormente validados y estandarizados por el WECC, 

los cuales están implementados en plataformas de 

simulación como PowerFactory, ampliamente utilizadas 

en estudios de estabilidad [8]. 

Dado que la respuesta dinámica de estas fuentes 

influye directamente en la estabilidad del sistema, su 

modelado detallado resulta esencial. En los estudios de 

flujo de carga, las plantas renovables se representan 

como generadores conectados mediante transformadores 

capaces de inyectar potencia activa y reactiva de forma 

controlada, lo que permite mantener la tensión del 

sistema cuando operan con factor de potencia constante 

[9]. 
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Figura 1: Representación Esquemática de un Generador Eólico 

Tipo 4 Conectado a Red. Fuente: [10] 

En los análisis dinámicos, los generadores renovables 

tipo 4, mostrados en la Figura 1, se modelan como 

sistemas totalmente desacoplados de la red mediante 

convertidores electrónicos de potencia. Según [10], estos 

modelos de Recursos Basados en Inversores (IBR) se 

fundamentan primordialmente en un control de corriente 

de lazo interno rápido (fast inner-loop current control). 

Es importante precisar que, si bien la literatura 

distingue entre tecnologías seguidoras de red (Grid-

Following - GFL) y formadoras de red (Grid-Forming - 

GFM), el nombre de un modelo genérico por sí solo no 

determina su categoría. El presente estudio se centra en 

el desempeño de inversores bajo una configuración que, 

si bien es compatible con servicios auxiliares de 

frecuencia y tensión, opera primordialmente bajo la 

premisa de seguimiento de red (Grid-Following - GFL). 

No obstante, se reconoce que la arquitectura de estos 

modelos genéricos permite, mediante ajustes específicos, 

representar comportamientos de formación de red (Grid-

Forming - GFM), asegurando la estabilidad global del 

sistema ante perturbaciones. 

2.3 Esquemas de Protección Especial 

Los Esquemas de Protección Especial (SPE) 

constituyen una estrategia avanzada dentro de los 

sistemas eléctricos de potencia, diseñada para preservar 

la estabilidad del sistema ante condiciones anormales. 

Estos esquemas ejecutan acciones de control predefinidas 

tras la ocurrencia de una contingencia, basándose en 

simulaciones fuera de línea que consideran la seguridad 

estática y dinámica del sistema [3]. 

A diferencia de las protecciones convencionales, que 

actúan de forma local e independiente, los SPE operan de 

manera coordinada a nivel sistémico, integrando 

múltiples señales y dispositivos con el fin de evitar 

colapsos de tensión, frecuencia o pérdida de sincronismo. 

Su implementación permite mantener la integridad 

operativa frente a perturbaciones severas. 

Según el tipo de variable que desencadena su 

actuación, los SPE pueden clasificarse en dos grupos: 

• Basados en eventos, que se activan ante la 

detección de una contingencia específica o una 

combinación de fallas predefinidas. 

• Basados en respuesta, que actúan al detectar 

cambios en variables eléctricas medibles, como 

la tensión o la frecuencia, una vez que el sistema 

ha comenzado a desviarse de su condición 

estable [4]. 

En [4], la EADG se plantea como un esquema de 

protección especial adaptativo capaz de identificar 

generadores críticos responsables de la pérdida de 

estabilidad transitoria. A diferencia de los SPE 

tradicionales, basados en escenarios predefinidos, el 

esquema propuesto utiliza técnicas de aprendizaje 

profundo (DL) mediante una red neuronal convolucional 

recurrente (RCNN) entrenada con una amplia base de 

datos que abarca numerosas y muy diversas condiciones 

operativas y contingencias. De esta manera, el EADG 

aprende directamente de la dinámica del sistema a partir 

de mediciones PMU, permitiendo una decisión basada en 

respuesta más rápida, precisa y generalizable ante 

disturbios severos [4]. 

2.4 Deep Learning 

La Inteligencia Artificial (IA) abarca técnicas 

orientadas a la extracción de conocimiento a partir de 

datos, donde el Aprendizaje Automático (ML) constituye 

su base y el DL una extensión que utiliza múltiples capas 

no lineales para extraer y transformar características 

automáticamente [11], [12]. 

El DL ha mostrado alto rendimiento en aplicaciones 

eléctricas como el pronóstico eólico, la predicción de 

carga crítica y la mitigación de inestabilidades de tensión 

[13], [14]. Si bien existen distintos modelos de DL, la 

implementación de estructuras híbridas mejora el 

desempeño al combinar las fortalezas de diferentes 

arquitecturas [14]. En este trabajo se utiliza el modelo 

híbrido CNN-LSTM propuesto en [4] y [14], que integra 

la detección de patrones espaciales de las CNN con la 

capacidad de las LSTM para capturar dependencias 

temporales. 

La integración de ambas arquitecturas conforma la 

Red Neuronal Convolucional Recurrente (RCNN), capaz 

de extraer simultáneamente las características espaciales 

y temporales de las señales del sistema eléctrico, 

mejorando así la precisión y robustez del proceso de 

clasificación. 

 
Figura 2: Modelo de Arquitectura de Red Hibrida [4] 
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En la Figura 2 se presenta la arquitectura del modelo 

RCNN donde recibe como entrada series de tiempo 

medidas por unidades PMU, que representan variables 

del sistema eléctrico durante la falla y en los instantes 

posteriores a su despeje. Estas series son transformadas 

en tensores de datos, los cuales se procesan de forma 

secuencial a través de capas convolucionales, LSTM y 

capas de conexión completa (FC), para finalmente 

realizar la clasificación de generadores críticos. 

3.  METODOLOGÍA DE DESCONEXIÓN 

AUTOMÁTICA DE GENERADORES 

La metodología de identificación de generadores 

críticos adoptada en este trabajo se basa en la propuesta 

de [4], estructurada en cuatro etapas principales: 

construcción de la base de datos, selección de variables 

representativas, etiquetado de generadores críticos y 

entrenamiento del modelo híbrido RCNN. 

En este estudio, se amplía la metodología al 

incorporar FER en el sistema de prueba, generando una 

nueva base de datos dinámica que incluye escenarios 

operativos con generación eólica y fotovoltaica.  

3.1 Bases de Datos 

La generación de una base de datos adecuada 

constituye un paso fundamental en metodologías basadas 

en aprendizaje profundo, ya que el desempeño del 

modelo depende directamente de la representatividad y 

diversidad de los datos empleados. En este estudio, la 

base de datos se desarrolla en dos etapas 

complementarias: estática y dinámica. 

En la primera etapa se realiza el cálculo del flujo 

óptimo de potencia (OPF) considerando la integración de 

fuentes de energía renovable (FER) en diferentes 

escenarios operativos. Este procedimiento permite 

definir el despacho de generación convencional y 

renovable, reflejando la reducción de la inercia rotacional 

asociada a la sustitución de unidades síncronas por 

generación eólica y fotovoltaica. 

En la segunda etapa se generan series de tiempo 

mediante simulaciones de transitorios electromecánicos, 

manteniendo constantes los escenarios de carga y la 

topología del sistema, pero modificando el despacho de 

generación para incluir FER. Estas simulaciones 

permiten caracterizar la respuesta dinámica del sistema 

ante distintas contingencias N-1, como cortocircuitos 

trifásicos y salidas de generación. 

La modelación de las plantas renovables se basa en el 

modelo dinámico Tipo 4, que representa el 

comportamiento del convertidor mediante bloques 

funcionales (Figura 3) y control directo de tensión. El 

etiquetado de los escenarios de estabilidad (estable, 

inestable por ET o ETCP) sigue la metodología descrita 

en [15], basada en la observación de la pérdida de 

sincronismo y la respuesta del sistema tras las acciones 

de control. 

 
Figura 3: Diagrama de Bloques Funcionales del Modelo Dinámico 

Tipo 4. Fuente: [16] 

3.2 Selección de Variables de Entrada al Modelo 

RCNN 

Los datos de entrada del modelo RCNN para la 

identificación de generadores críticos se conforman por 

series de tiempo de variables eléctricas y mecánicas 

representativas del comportamiento dinámico del 

sistema. Estas variables deben ser capaces de reflejar con 

claridad los fenómenos asociados a la pérdida de 

sincronismo dentro de una ventana temporal reducida y 

provenir de mediciones o estimaciones obtenidas 

mediante PMU, lo que permite su implementación en 

tiempo real. 

En este estudio se emplean cuatro variables: magnitud 

y ángulo de tensión (U, 𝜃), ángulo del rotor (δ) y 

velocidad angular equivalente (ω). Todas ellas se 

registran en barras con unidades generadoras y cargas 

dinámicas, lo que permite obtener información sobre la 

dinámica de los fenómenos que se desarrollan en el corto 

plazo. 

De acuerdo con [14] y [4], estas variables han 

demostrado ser adecuadas para caracterizar tanto la 

estabilidad de tensión de corto plazo como la estabilidad 

transitoria. Así, el modelo RCNN utiliza como entradas 

señales directamente medibles por PMU, sin requerir 

información explícita sobre la topología del sistema o el 

tipo y localización de la contingencia. Dichos aspectos se 

encuentran implícitos en la base de datos dinámica 

generada a partir de simulaciones, la cual debe 

actualizarse y reentrenarse ante cambios en la red o en el 

parque de generación.  

3.3 Identificación de Generadores Críticos 

Con la finalidad de etiquetar a los generadores que 

son críticos, en todos los casos de la base de datos 

clasificados como ET utilizando [14] y [15], para usarlo 

como salida en el entrenamiento del modelo híbrido 

RCNN, es necesario primero determinar a través de un 

ranking de desconexión y simulaciones dinámicas las 

plantas que al ser desconectadas son responsables de la 

pérdida de estabilidad del sistema. Para ello se aplica la 

propuesta de [4]: 

3.3.1 Ranking de desconexión 

El proceso inicial para formar el etiquetado de 

generadores críticos consiste en elaborar una 

clasificación de desconexión evaluando en el tiempo a los 

generadores que alcanzan el límite teórico de estabilidad 

±180° [17]. 
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El tiempo en el que alcanza dicho valor permite 

establecer el orden de pérdida de sincronismo, generando 

así un ranking temporal de las unidades más susceptibles 

a la inestabilidad. 

Para ejemplificar el procedimiento de construcción 

del ranking de desconexión se muestra en la Figura 4 la 

evolución del ángulo del rotor de los generadores 

sincrónicos en un escenario con problemas por ET por 

falla trifásica en una línea de transmisión en el sistema 

IEEE New England de 39 barras. 

En la Figura 4 se observa que el primer generador en 

perder sincronismo es el G07, en celeste, 

aproximadamente a los 850 ms, luego cien milisegundos 

más tarde, lo hace G06, en verde, y así sucesivamente. A 

partir de estos resultados se construye el ranking de 

desconexión de la Tabla 3.1. 

 
Figura 4: Evolución en el Tiempo del Ángulo de Rotor del 

Generador Sincrónico (caso 770) 

Tabla 3.1: Ranking de Desconexión (Caso 770) 

Ranking 1° 2° 3° 4° 5° 6° 7° 

Gen G36 G35 G33 G34 G38 G37 G30 

3.3.2 Etiquetado de generadores críticos 

Una vez establecido el ranking de desconexión (Tabla 

3.1), este conjunto de generadores se emplea en una 

segunda etapa, donde se ejecutan nuevas simulaciones 

dinámicas aplicando la desconexión acumulativa en el 

mismo orden en que las máquinas perdieron sincronismo. 

Después de cada desconexión, se evalúa si la acción 

de control restaura la estabilidad del sistema. Caso 

contrario, se continúa con la desconexión progresiva 

según el ranking hasta alcanzar un estado estable. 

Los generadores cuya desconexión permite recuperar 

la estabilidad se etiquetan como críticos. 

Para ilustrar esto, la Figura 5 muestra la evolución del 

ángulo del rotor de los generadores tras aplicar la 

desconexión del generador G07, primero en el ranking. 

Se observa que, una vez ejecutada la acción de control, el 

sistema recupera la estabilidad y los ángulos del rotor 

tienden a estabilizarse. Por tanto, G07 se clasifica como 

el único generador crítico, ya que, para este estado 

operativo y contingencia, su desconexión logra 

restablecer la estabilidad y evitar la propagación de la 

inestabilidad en el sistema. 

 
Figura 5: Mitigación de la Inestabilidad Mediante la Desconexión 

del Generador G36 Según el Ranking 

Aquí la metodología propuesta adquiere especial 

relevancia al incorporar un ranking de desconexión que 

permite priorizar las unidades generadoras más 

influyentes en la pérdida de estabilidad. Este enfoque 

posibilita una acción más selectiva y eficiente, evitando 

desconexiones innecesarias y preservando la mayor 

cantidad posible de generación en servicio, lo que 

optimiza la respuesta del sistema ante contingencias 

severas. 

3.4 Modelo RCNN 

3.4.1 Preprocesamiento de datos 

Antes del entrenamiento, los datos se transforman a 

un formato compatible con las capas iniciales del 

modelo, en especial las convolucionales, representándose 

como un tensor tridimensional cuyos ejes corresponden 

al número de barras (B), muestras temporales (T) y 

variables eléctricas seleccionadas. En las barras donde no 

existen generadores o motores, los valores 

correspondientes al ángulo del rotor y a la velocidad 

angular se completan con un valor de 1 pu, a fin de 

mantener la dimensionalidad y consistencia de las series 

temporales utilizadas en el entrenamiento del modelo. 

El eje T define las muestras dentro de una ventana 

temporal de 140 ms, suficiente para captar la dinámica 

inmediatamente posterior a la contingencia. El eje B 

representa las barras con generación y cargas dinámicas, 

mientras que el tercer eje agrupa las cuatro variables: 

magnitud y ángulo de tensión (U, θ), ángulo del rotor (δ) 

y velocidad (ω), de modo que el tensor de entrada se 

define como (U, θ, δ, ω) ∈ ℝ^(T×B×4). 

En los casos estables o inestables ETCP todos los 

generadores se etiquetan con valor cero, dado que en 

estos casos no se presentan generadores críticos. 

Finalmente, se aplica una normalización z-score, 

ajustando las variables a media cero y varianza unitaria 

para unificar sus escalas [14].  

3.5 Métricas de desempeño 

Dado que el modelo de aprendizaje predice conjuntos 

de generadores críticos, la métrica de evaluación del 

rendimiento se fundamenta en la similitud entre 

conjuntos. 

Para ello, se emplea el Índice de Jaccard, que 

cuantifica el grado de similitud entre dos conjuntos de 
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elementos [4], según la ecuación (2). 

𝐽(𝑆𝑖 , 𝑆𝑗) =
|𝑆𝑖 ∩ 𝑆𝑗|

|𝑆𝑖| + |𝑆𝑗| − |𝑆𝑖 ∩ 𝑆𝑗|
 (2) 

Donde 𝐽 ∈ [0,1] y 𝐽 (S𝑖, S𝑗) = 1.  

Para este caso la clasificación es considerada correcta 

cuando 𝐽 (𝐺𝑐̃ ,𝐺𝑐) = 1, siendo 𝐺𝑐̃ el conjunto predicho por 

la maquina y 𝐺𝑐 el conjunto de valores verdaderos. 

En este trabajo se utilizan las tres métricas basadas en 

el índice Jaccard definidas en [4] y [14]: 

El Índice de Precisión Jaccard (JACC) evalúa el 

rendimiento global del modelo, considerando tanto los 

casos estables como los inestables. En los casos estables 

o inestables ETCP, se espera que el modelo no 

identifique generadores críticos. El Índice Jaccard para 

casos inestables (JACCU) mide el desempeño tomando 

en cuenta solo los escenarios inestables transitorios. 

Por su parte, el Índice de Efectividad Jaccard 

(JACCUE) determina la capacidad del modelo para 

predecir conjuntos de generadores suficientes que eviten 

la inestabilidad transitoria. A diferencia de otros 

indicadores, no penaliza las predicciones con 

generadores adicionales, siempre que el conjunto 

estimado incluya a todos los clasificados como críticos. 

Así, JACCUE refleja la efectividad del modelo en 

mitigar la pérdida de sincronismo, priorizando la 

restauración de la estabilidad del sistema sobre la 

coincidencia exacta con las etiquetas. Si el modelo 

predice menos generadores o un conjunto incompleto, no 

es suficiente para mitigar la inestabilidad. 

4. ANALISIS DE RESULTADOS  

El análisis se realiza sobre el sistema IEEE New 

England de 39 barras, Figura 6, mediante la 

incorporación de 600 MW de generación eólica y 600 

MW de generación fotovoltaica, ubicadas en las barras 

34, 32 y 33, seleccionadas por su mayor potencial 

renovable [5]. Cada parque fotovoltaico se modela con 

dos centrales de 100 MW, mientras que cada parque 

eólico está conformado por 100 aerogeneradores de 2 

MW, configuraciones que reflejan las características 

típicas de los parques modernos [5]. 

 

Figura 6: Sistema New England 39 Barras con Penetración de 

Energías Renovables [5] 

4.1 Bases de Datos  

La base de datos empleada en este estudio se 

desarrolla a partir de la metodología aplicada en [5], 

donde se detalla el procedimiento completo de 

generación y etiquetado de escenarios. 

El conjunto final está conformado por 9883 

escenarios convergentes, obtenidos del cálculo del flujo 

óptimo de potencia (OPF) en PYPOWER, agrupados en 

tres bandas horarias: valle, resto y pico. Cada banda 

incluye la integración de 600 MW de generación eólica y 

600 MW fotovoltaica, representando condiciones 

operativas con alta penetración de fuentes renovables. 

Los resultados del cálculo OPF se resumen en la Tabla 

4.1. 

Tabla 4.1: Resultado de Cálculo de Flujo de Carga Óptimo 

Banda horaria 
Casos – con FER 

Convergen No convergen 

Valle 3335 3 

Resto 4541 20 

Pico 2007 94 

Total 9883 117 

A partir de los escenarios obtenidos en el flujo óptimo 

de potencia, se ejecutaron simulaciones dinámicas RMS 

en DIgSILENT PowerFactory, generando un conjunto 

etiquetado según el estado de estabilidad del sistema, tal 

como se muestra en la Tabla 4.2. 

Las perturbaciones aplicadas corresponden a 

cortocircuitos trifásicos despejados a los 80 ms y 

desconexiones de generación aplicadas a los 200 ms del 

inicio de la simulación. 

Tabla 4.2: Clasificación de Estado de Estabilidad por Banda 

Horaria 

Banda Horaria Flag Estado #Casos 

Valle 

0 Estable 3236 

1 ET 94 

2 ETCP 5 

Pico 

0 Estable 1435 

1 ET 451 

2 ETCP 121 

Resto 

0 Estable 3259 

1 ET 984 

2 ETCP 298 

Total, Estables 7930 

Total, inestables ET 1529 

Total, inestables ETCP 424 

4.2 Evaluación de Generadores Críticos  

En los 1529 casos identificados como inestables 

transitorios, el primer paso en la clasificación de 

generadores críticos consiste en formar el conjunto o 

ranking de máquinas que pierden sincronismo, ordenadas 

según el instante temporal en que ocurre dicha pérdida. 

Posteriormente, se evalúa la estabilidad del sistema 

aplicando la desconexión progresiva de los generadores 

en el orden establecido. Este procedimiento permite 

determinar cuáles unidades, al ser desconectadas, 

restablecen la estabilidad del sistema, por tanto, 
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clasificándolas como críticas.  

 

Figura 7: Número de Generadores que Pierden Sincronismo 

Frente a Generadores Etiquetados como Críticos 

La Figura 7 muestra sobre el conjunto de casos 

inestables transitorios, la comparación entre la cantidad 

de generadores que pierden sincronismo y aquellos que 

son realmente críticos y provocan la inestabilidad del 

sistema. Se observa que, para el caso de cinco 

generadores, existen 618 casos aproximadamente, el 40 

% del total en los que las máquinas pierden sincronismo. 

Sin embargo, en solo 306 casos, cerca del 20 %, son cinco 

los generadores efectivamente críticos. Otra situación se 

presenta en los casos con nueve generadores en el 

ranking, 2 % de los escenarios, donde en ningún caso fue 

necesario desconectar los nueve. De esto se concluye 

que, aunque en condiciones críticas puedan llegar a 

perder sincronismo hasta el 90 % de las unidades, no es 

indispensable desconectar todas para recuperar la 

estabilidad. 

La metodología propuesta demuestra que es posible 

restablecer el sistema mediante la desconexión de un 

número reducido de generadores, optimizando así la 

respuesta de control ante eventos severos. 

4.3 Diseño del modelo RCNN 

El modelo híbrido RCNN tiene como objetivo 

identificar los generadores críticos responsables de la 

pérdida de sincronismo ante inestabilidad transitoria. 

Como entradas, utiliza tensores tridimensionales 

formados por series de tiempo de las variables eléctricas 

del sistema como se explica en el punto 3.4.1. La salida 

del modelo consiste en un vector binario donde los 

generadores críticos se etiquetan con valor 1 en los casos 

etiquetados como ET, mientras que en los casos estables 

o con problemas de ETCP se asigna el valor 0. 

Basado en estudios previos sobre estabilidad 

transitoria con DL [4], y considerando la naturaleza del 

problema, se adopta la arquitectura híbrida mostrada en 

la Figura 8. 

 
Figura 8: Modelo de Arquitectura de Red Híbrida 

El modelo híbrido RCNN combina una red 

convolucional (CNN) y una LSTM, integrando el análisis 

espacial y temporal de las señales eléctricas. La CNN está 

conformada por tres capas convolucionales con 64, 32 y 

4 filtros, kernel de 3×3 y función de activación ReLU, 

seguidas de operaciones de max pooling (2×2), Batch 

Normalization y un Dropout de 0.1 para reducir el 

sobreajuste. Las salidas se aplanan (flattening) y se 

conectan a una capa densa de 32 neuronas. 

Posteriormente, la LSTM, con 128 unidades y 

función de activación tanh, captura las dependencias 

temporales de las señales aplicando normalización por 

capas para estabilizar el entrenamiento. 

Finalmente, las características extraídas se procesan 

en una capa densa de 64 neuronas con regularización L2, 

seguida de una capa de salida con 9 neuronas con función 

activación sigmoide, que actúa como clasificador y 

estima la probabilidad de que cada generador sea crítico. 

Antes del entrenamiento, se definieron los 

hiperparámetros que controlan el proceso de aprendizaje 

del modelo, los cuales fueron ajustados siguiendo el 

esquema propuesto en [4]. La Tabla 4.3 resume los 

principales hiperparámetros de entrenamiento utilizados. 

Tabla 4.3: Hiperparámetros del Modelo [4] 

Hiperparámetros de 

entrenamiento  

Funciones / parámetros 

elegidos 

Función de pérdida 
Weighted Cross-Entropy 

(WCE), 𝛽 = 0.001 

Algoritmo de optimización Adam, learning rate = 0.0001 

Técnica de inicialización Glorot Uniform 

Batch size 64 

Épocas 1000 

El objetivo de ajustar hiperparámetros es mejorar la 

estabilidad del entrenamiento y la capacidad de 

generalización del modelo, evitando el sobreajuste. 

4.4 Entrenamiento del Modelo 

Durante el entrenamiento, el modelo ajusta de forma 

iterativa los pesos y sesgos internos para minimizar la 

diferencia entre las predicciones y los valores reales.  

19



Edición No. 22, Issue II, Enero 2026 

 

El modelo se entrena utilizando una ventana temporal 

de 140 ms para las series de tiempo (U, θ, δ y ω), diseñada 

para capturar la respuesta dinámica del sistema durante 

la perturbación o contingencia y después de su despeje en 

caso de fallas. Los datos presentan una frecuencia de 

muestreo de 100 Hz, característica de las PMU. 

Los datos se dividen aleatoriamente en un 85 % (8400 

casos) para el conjunto de entrenamiento —que incluye 

validación interna durante el proceso de ajuste— y un 15 

% (1483 casos) para prueba, preservando la proporción 

de los distintos estados de estabilidad del sistema. 

El desempeño del modelo se evalúa mediante su 

función de pérdida, que cuantifica la discrepancia entre 

las predicciones y los valores reales. Este análisis permite 

diagnosticar problemas de sobreajuste (overfitting) o 

subajuste (underfitting), además de verificar la 

representatividad de los conjuntos de entrenamiento y 

validación durante el proceso de aprendizaje. 

Con el fin de evaluar el comportamiento del modelo 

y verificar que no se presenta sobreajuste se muestra en 

la Figura 9 el resultado del entrenamiento. En esta figura 

se observa que, con un entrenamiento de 300 épocas, las 

curvas de pérdida de entrenamiento y validación 

convergen de forma estable, lo que indica que el modelo 

alcanza un equilibrio adecuado entre aprendizaje y 

generalización. 

 

Figura 9: Respuesta de Función de Pérdida con 300 Épocas 

Adicionalmente, se realizó el entrenamiento 

independiente de los módulos que integran la 

arquitectura híbrida con el fin de evaluar el desempeño 

individual de cada algoritmo. El primer componente 

consiste en una red neuronal convolucional (CNN) 

estructurada con tres capas ocultas de 64, 32 y 4 filtros, 

respectivamente, empleando un tamaño de núcleo 

uniforme de 3×3. El segundo componente corresponde a 

una red de memoria a largo plazo (LSTM) configurada 

con una unidad de memoria de 128 neuronas. Como se 

observa en la Figura 10, la curva de aprendizaje 

demuestra que el modelo híbrido RCNN alcanza una 

convergencia superior, obteniendo la menor función de 

pérdida en comparación con las arquitecturas evaluadas 

por separado. 

 

Figura 10: Respuesta de Función de Perdida de Modelos CNN, 

LSTM y RCNN 

4.5 Resultados de Desempeño 

Posterior al proceso de entrenamiento, el modelo se 

evalúa mediante las métricas de desempeño tanto en el 

conjunto de entrenamiento como en el conjunto de 

prueba, con el objetivo de verificar su capacidad para 

obtener buenos resultados ante casos no conocidos, Tabla 

4.4. 

Tabla 4.4: Métricas de Desempeño para Modelo Entrenado con 

300 Épocas 

 

V | θ | δ | ω 
Datos de 

entrenamiento 

Datos de 

prueba 

JACC [%] 99,16% 99,47% 

JACCU [%] 95,16% 97,20% 

JACCUE [%] 98,10% 98,72% 

La Tabla 4.4 muestra que el modelo RCNN alcanza 

un desempeño consistente entre los conjuntos de 

entrenamiento y prueba, evidenciando una correcta 

capacidad de generalización. 

Para evaluar la efectividad del modelo híbrido de 

aprendizaje profundo, en la Tabla 4.5 se compara el 

resultado de desempeño frente a sus modelos 

independientes CNN y LSTM. Como se puede observar 

el modelo que mejores resultados tiene es el modelo 

Hibrido con un rendimiento por encima del 97%. 

Tabla 4.5: Métricas de Desempeño entre Modelos de Aprendizaje 

CNN, LSTM y RCNN 

 

 CNN LSTM RCNN 

JACC [%] 99,02% 98,85% 99,47% 

JACCU [%] 93,72% 92,70% 97,20% 

JACCUE [%] 97,17% 96,30% 98,72% 

Las métricas JACC, JACCU y JACCUE reflejan una 

alta precisión y efectividad en la identificación de 

generadores críticos, sin indicios de sobreajuste. 

Estos resultados demuestran que el modelo logra 

mantener un equilibrio entre aprendizaje y validación, 

asegurando una respuesta confiable ante nuevos 

escenarios operativos y contingencias no vistas durante 

el entrenamiento. 
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4.6 Aplicación en Tiempo Real del Modelo RCNN 

La implementación del EADG requiere la ejecución 

en tiempo real del modelo RCNN, el cual identifica los 

generadores críticos responsables de la pérdida de 

estabilidad transitoria. A partir de esta salida se define el 

conjunto de unidades a desconectar, configurando así el 

EADG de forma adaptativa según la contingencia y las 

condiciones operativas del sistema. 

El tiempo total de evaluación depende de la duración 

de la ventana temporal utilizada para la clasificación de 

generadores críticos y de la capacidad de cómputo del 

sistema donde se ejecuta. 

Considerando el tiempo de procesamiento del modelo 

y los retrasos propios de la operación en línea, la Figura 

11 muestra la secuencia temporal completa necesaria 

para aplicar el esquema. 

 

Figura 11: Línea de Tiempo del Esquema EADG en Operación en 

Tiempo Real 

En la Figura 11 se muestran las etapas que conforman 

la secuencia temporal del esquema EADG en operación. 

La ventana de datos (2) que registra las variables durante 

la falla (1) y en posfalla ocupa 140 ms, seguida por la 

adquisición y transmisión de información mediante PMU 

(3), que requiere 100 ms [4]. El preprocesamiento de 

datos (4), necesario para normalizar y estructurar las 

series temporales, demanda aproximadamente 3,9 ms, 

mientras que la clasificación de generadores críticos con 

el modelo RCNN (5) se realiza en 50 ms. Posteriormente, 

la transferencia de la señal de control (6) presenta una 

latencia de 10 ms, y la acción final de los interruptores 

(7) se ejecuta en 40 ms [4], completando un tiempo total 

aproximado de 424 ms desde la ocurrencia de la falla. 

En la Figura 12 se muestra un ejemplo representativo 

del comportamiento del EADG en condiciones de 

operación en tiempo real, donde se evalúa la respuesta 

del sistema ante una falla severa. La figura muestra la 

evolución del ángulo del rotor de un generador crítico 

comparando los casos con y sin la acción del esquema. 

Cuando el EADG se activa a los 0.5 segundos, la 

máquina mantiene el sincronismo (curva naranja), 

mientras que, sin su aplicación, se observa una pérdida 

de estabilidad (curva azul). Este comportamiento 

confirma la efectividad del esquema, cuya acción 

oportuna evita que el ángulo del rotor exceda el límite de 

±180°, preservando la estabilidad transitoria del sistema. 

 

Figura 12: Respuesta Dinámica del Sistema con y sin Acción del 

EADG  

Se observa que, ante la contingencia a los 120 ms del 

inicio de la simulación, la ventana de medición de 140 

ms, la cual resulta suficiente para capturar la respuesta 

dinámica del sistema para lograr la clasificación 

temprana del generador crítico. 

Esta duración de 140 ms se determinó en función del 

tiempo necesario para que las variables eléctricas (ángulo 

de rotor, tensión y velocidad) presenten sus primeras 

variaciones significativas tras la falla y que a la vez 

permita la correcta predicción temprana de los 

generadores críticos con altos valores de precisión y 

efectividad (superiores al 97 %), logrando un desempeño 

adecuado del EADG en tiempo real, como se evidencia 

en la Figura 12. 

Tal como se describe en la sección 3.2, cualquier 

modificación en los parámetros de generación de la base 

de datos —incluyendo cambios en la topología de la red, 

el tipo de contingencia o la localización de la falla— 

requiere un reentrenamiento del modelo de aprendizaje 

para garantizar la fiabilidad del desempeño. En este 

contexto, se evaluó la sensibilidad del modelo RCNN 

ante variaciones en el tiempo de despeje de falla (TDF), 

incrementándolo de 80 ms a 90 ms en diez casos 

seleccionados aleatoriamente con etiqueta de 

inestabilidad transitoria (ET). Los resultados 

evidenciaron una reducción significativa en la capacidad 

de generalización del modelo, traduciéndose en una 

predicción deficiente de los generadores críticos, 

únicamente prediciendo bien 4 de los 10 casos probados. 

Estos hallazgos confirman que la ventana temporal de 

despeje es una variable crítica que debe ser integrada en 

el proceso de entrenamiento para asegurar la robustez del 

sistema ante escenarios operativos más exigentes. 

5. CONCLUSIONES Y RECOMENDACIONES 

La metodología de definición del EADG basada en la 

predicción de generadores críticos con aprendizaje 

profundo constituye una alternativa efectiva frente a los 

esquemas tradicionales de desconexión de generación 

aún en sistemas con alta penetración de generación de 

FER. El EADG aplicado considera una amplia gama de 

escenarios operativos y contingencias que incluyen la 

inserción de FER, determinando acciones específicas de 

                     4  
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desconexión en función de la respuesta dinámica del 

sistema. 

El esquema demuestra que no es necesario 

desconectar todas las unidades que pierden sincronismo, 

sino únicamente aquellas identificadas como críticas por 

la RCNN, lo que permite preservar la estabilidad del 

sistema con una mínima reducción de generación. 

El modelo híbrido RCNN aprovecha la información 

temporal y espacial contenida en las señales del sistema, 

logrando una clasificación precisa de los generadores 

críticos sin requerir información sobre la topología de la 

red ni el tipo de contingencia aplicada. Sus métricas de 

desempeño superiores al 97 % confirman su capacidad de 

generalización y la eficacia del enfoque propuesto. 

El análisis temporal demuestra que el esquema es 

capaz de operar en tiempo real, con tiempos de respuesta 

inferiores a 0.5 s, incluyendo adquisición, 

preprocesamiento, clasificación y acción de control. Este 

margen es suficiente para evitar la pérdida de 

sincronismo en los casos más críticos. 

Como líneas de trabajo futuro, se propone evaluar la 

robustez del modelo frente a mediciones con ruido y a la 

incertidumbre de la generación basada en FER, con el fin 

de identificar la configuración que ofrezca el mejor 

balance entre precisión, velocidad y capacidad de 

generalización. 
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Abstract 

Accurate short-term electricity demand forecasting is 

essential for the technical and economic operation of the 

Ecuadorian power system. This paper presents a 

comparison between Long Short-Term Memory 

(LSTM) neural networks and the XGBoost algorithm 

for short-term load forecasting, incorporating 

exogenous variables such as apparent temperature and 

national holidays. Hourly demand data were obtained 

from the CENACE database starting in 2021, and 

meteorological data were sourced from the Open-Meteo 

satellite platform. A recursive single-step forecasting 

strategy was implemented for a 24-hour prediction 

horizon. Results show that the LSTM model achieved 

the highest accuracy, significantly outperforming 

XGBoost. The study concludes that incorporating 

exogenous variables improves forecasting performance 

and that LSTM provides a reliable approach for short-

term load prediction to support national power system 

planning. 

 

 

Resumen 

La predicción precisa de la demanda eléctrica es 

esencial para la operación técnico-económica del 

sistema eléctrico ecuatoriano. Este trabajo presenta una 

comparación entre los modelos Long Short-Term 

Memory (LSTM) y XGBoost para la predicción de la 

demanda de corto plazo, incorporando variables 

exógenas como la temperatura aparente y los feriados 

nacionales. Se utilizaron registros horarios del 

CENACE desde 2021 y datos meteorológicos satelitales 

del portal Open-Meteo. La estrategia empleada fue de 

predicción unipaso recursiva para un horizonte de 24 

horas. Los resultados muestran que el modelo LSTM 

alcanza una mayor precisión, superando 

significativamente a XGBoost. Se concluye que la 

inclusión de variables exógenas mejora la exactitud del 

pronóstico y que la arquitectura LSTM constituye una 

herramienta robusta para la planificación operativa y 

energética del sistema ecuatoriano. 

Index terms— LSTM, XGBoost, short-term load 

forecasting, apparent temperature, Ecuador, CENACE. 

Palabras clave— LSTM, XGBoost, predicción de 

demanda, temperatura aparente, CENACE, Ecuador. 
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1. INTRODUCCIÓN 

Una predicción adecuada de la demanda energética es 

fundamental para la operación técnico-económica de los 

sistemas eléctricos modernos. Predicciones confiables 

permiten lograr un despacho óptimo de los recursos de 

generación, manejo eficiente de la red y una adecuada 

planificación. Los cambios en los patrones de consumo 

debidos a el crecimiento urbano, desarrollo industrial y 

económico y a la creciente adopción de generación no 

convencional (solar, eólica etc…) han introducido 

nuevos desafíos al incrementar la variabilidad e 

incertidumbre en la operación de la red. 

La predicción de series temporales puede abordarse 

desde distintos paradigmas, entre los cuales destacan los 

modelos secuenciales, como las redes Long Short-Term 

Memory (LSTM), y los modelos tabulares basados en 

árboles, como Extreme Gradient Boosting (XGBoost). 

Ambos enfoques difieren en la forma en que representan 

y aprenden la información temporal. Mientras las LSTM 

modelan explícitamente dependencias temporales 

mediante el procesamiento secuencial de los datos, 

XGBoost requiere transformar el problema en uno 

tabular mediante retardos y variables exógenas. 

Desde una perspectiva práctica, XGBoost presenta 

ventajas en términos de eficiencia computacional e 

interpretabilidad, mientras que las LSTM ofrecen mayor 

flexibilidad para capturar dinámicas temporales 

complejas, a costa de una mayor complejidad de 

entrenamiento. Esta diferencia motiva una comparación 

sistemática entre ambos enfoques en aplicaciones de 

pronóstico operativo. 

En este trabajo se comparan modelos LSTM y 

XGBoost en la predicción de demanda eléctrica de corto 

plazo a nivel de sistema país. La evaluación se realiza 

mediante un estudio de ablación, considerando como 

escenario base la demanda histórica con un retardo de 24 

horas y analizando de forma incremental la inclusión de 

temperatura aparente de la ciudad de Guayaquil, 

codificaciones temporales, días feriados y un mayor 

número de retardos. El desempeño se evalúa utilizando 

MAE, RMSE y tiempo de entrenamiento, permitiendo 

analizar compromisos entre precisión y eficiencia 

computacional. 

Los datos de demanda corresponden a registros del 

Operador Nacional de Electricidad del Ecuador 

(CENACE) desde 2021, mientras que los datos 

meteorológicos provienen del servicio Open-Meteo. La 

hipótesis central establece que la inclusión de variables 

exógenas, particularmente la temperatura aparente de la 

región de Guayaquil (lugar considerado como de alta 

relevancia de demanda tanto industrial, comercial y 

residencial), mejora la precisión y robustez de los 

modelos de predicción de demanda eléctrica de corto 

plazo. 

 

2. DATOS Y FEATURE ENGINEERING 

En esta sección describe el conjunto de datos empleado y 

el proceso de feature engineering aplicado con el 

objetivo de capturar de manera adecuada la dinámica 

temporal y los factores exógenos que influyen en la 

demanda eléctrica. Las distintas fuentes de datos y 

justificaciones se describen a continuación 

2.1 Fuentes de Datos 

2.1.1 Demanda Eléctrica 

La demanda histórica proveniente de los registros 

históricos del CENACE, esta es calculada mediante la 

agregación de la generación total más las importaciones 

de energía.  

2.1.2 Variables meteorológicas 

Los datos meteorológicos se han tomado desde Open 

- Meteo, plataforma que provee tanto de mediciones 

satelitales históricas como de predicciones. En este caso 

solamente la temperatura aparente de la ciudad de 

Guayaquil 

2.1.3 Feriados 

Los días feriados son usados para tomar en cuenta las 

variaciones del comportamiento del consumo de energía 

durante estos días. La fuente de estos datos es el 

calendario de feriados publicado por el Gobierno 

Nacional del Ecuador [1] 

2.2 Preprocesamiento 

La base de datos histórica de demanda del CENACE 

no requirió un preprocesamiento adicional debido a que 

internamente se maneja este procedimiento donde se 

tratan los valores faltantes y atípicos basándose en 

bitácoras de operación y planificación.  

Con respecto a los datos provenientes de Open Meto 

tampoco se realiza un preprocesamiento adicional al que 

realiza la plataforma de manera interna para proveer los 

datos. 

2.2.1 Escalamiento 

Todas las variables continuas se normalizan usando 

el escalador MinMaxScaler, transformándolas en un 

rango entre 0 a 1, asegurando así que la diferencia entre 

las magnitudes de los datos como la demanda y 

temperatura (2000 MW a 4500 MW y 20° a 40 °) no sean 

tan significativas y que contribuyan de manera 

proporcional durante el entrenamiento de los modelos. 

Esta transformación mejora el rendimiento y estabilidad 

de la convergencia especialmente en arquitecturas de 

redes neurales como lo es la LSTM [2]. 

2.3 Feature Engineering 

Con la finalidad de mejorar la capacidad predictiva de 

los modelos, se aplicaron diversas técnicas de feature 

engineering. El conjunto de datos resultante integra 

información de demanda histórica, variables 
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meteorológicas, días feriados y codificaciones 

temporales, con el objetivo de preservar la naturaleza 

cíclica de la demanda eléctrica.. 

2.3.1 Valores previos (Lag Features) 

Los valores previos o rezagos (lag features) se 

construyen referenciando observaciones pasadas de la 

demanda e incorporándolas como variables adicionales 

de entrada. Este tipo de variables es fundamental para 

capturar la autocorrelación y las dependencias 

temporales presentes en la serie, permitiendo a los 

modelos aprender patrones de comportamiento, 

estacionalidades e inercia propias del consumo eléctrico 

[3], [4]. 

Desde un punto de vista estadístico, la relevancia de 

los rezagos se evalúa mediante el análisis de la función 

de autocorrelación (ACF) y la función de autocorrelación 

parcial (PACF). La Figura 1 muestra la ACF de la 

demanda eléctrica, donde se observa una fuerte 

dependencia temporal de corto plazo (ACF > 0.9 en los 

primeros rezagos) y una marcada estacionalidad diaria, 

con picos significativos en múltiplos de 24 horas. En 

particular, el rezago de 72 horas presenta un valor de 

autocorrelación de aproximadamente 0.71, evidenciando 

que la demanda conserva información relevante al menos 

durante tres ciclos diarios completos. A partir de este 

horizonte, la reducción del valor de la ACF es marginal. 

 

Figura 1: Representación de División de Datos en Entrenamiento, 

Validación y Prueba 

 

Figura 2: PACF de la Demanda 

Por su parte, la PACF, como se muestra en la Figura 

2 indica que la dependencia directa de la demanda se 

concentra principalmente en el primer rezago, mientras 

que los rezagos superiores presentan valores cercanos a 

cero. Esto sugiere que la persistencia observada a 

horizontes mayores se transmite de forma indirecta, 

principalmente a través de patrones periódicos diarios. 

Dado que las redes LSTM son capaces de modelar 

dependencias no lineales y de largo plazo, se seleccionó 

una ventana autorregresiva de 72 horas. 

2.3.2 Temperatura aparente 

La temperatura aparente es una variable 

meteorológica que representa la temperatura percibida 

por el ser humano, combinando el efecto de la 

temperatura del aire con la humedad relativa [5]. Niveles 

altos de humedad reducen la capacidad el cuerpo de 

disipar calor mediante sudoración incrementado así la 

percepción del calor.  

Esta variable provee un indicador más real del inconfort 

térmico y demanda de acondicionamiento (aires, HVAC 

etc …) la cual está directamente relacionado con 

variaciones en el consumo energético [6]. 

En base a experiencia del CENACE, se ha tomado 

como indicador solamente la temperatura aparente de la 

ciudad e Guayaquil, ciudad considerada como gran 

centro de carga industrial comercial y residencial. En este 

trabajo se demuestra la influencia de usar la temperatura 

solamente de esta ciudad como variable exógena en la 

predicción. 

2.3.3 Días feriados 

Este segundo indicador son los días feriados, que se 

presenta como un indicado binario. Este indicador 

permite a los modelos de predicción diferenciar entre un 

día de trabajo normal y feriados [4]. 

2.3.4 Codificación ciclica temporal 

Para mantener la naturaleza cíclica de la demanda, 

variables temporales como el mes, día del mes, día de la 

semana y hora del día son codificados usando 

transformaciones del seno y coseno [4]. Este método 

preserva la relación periódica entre las unidades de 

tiempo permitiendo una transición suave por ejemplo 

entre diciembre y enero (12 y 1) o las 23:00 y las 00:00.  

3. PROTOCOLO EXPERIMENTAL 

Esta sección se presenta el protocolo experimental 

adoptado para el entrenamiento, validación y evaluación 

de los modelos propuestos.. El diseño del protocolo 

experimental busca aislar el impacto de cada componente 

del modelo y de las variables consideradas, permitiendo 

una evaluación rigurosa y consistente del desempeño 

predictivo bajo un mismo marco metodológico. 

3.1 Definición de la Tarea de Predicción 

La tarea de pronóstico abordada en este estudio 

consiste en la predicción de la demanda eléctrica con un 

horizonte temporal de 24 horas y una frecuencia de 

muestreo horaria. Este horizonte de predicción fue 
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seleccionado debido a que corresponde al marco 

temporal en el cual se realiza la planificación operativa 

del sistema eléctrico, incluyendo la programación del 

despacho de generación y la toma de decisiones 

asociadas a la operación diaria. La elección de una 

resolución horaria permite capturar de forma adecuada 

las variaciones intradiarias de la demanda, preservando 

los patrones cíclicos característicos del comportamiento 

del consumo eléctrico, y asegurando que las predicciones 

generadas sean directamente aplicables a los procesos 

reales de planificación y operación del sistema. 

3.1.1 Predicción de paso único (Unistep) 

En esta estrategia de predicción, se obtiene una única 

predicción para un solo paso en el futuro. Es decir que 

usando la secuencia de entrada, se predice solamente el 

siguiente valor como se indica en la Figura 3 [7]. 

 

Figura 3: Predicción de Paso Simple. Tomado de [7] 

3.1.2 Predicción de múltiples pasos (Multistep) 

En este procedimiento, la primera predicción 

generada por el modelo se incorpora como parte de la 

secuencia de entrada para estimar el valor del siguiente 

paso temporal, y así sucesivamente, hasta alcanzar el 

horizonte deseado. [7]. 

 

Figura 4: Predicción Modelo de Paso Único Recurrente. 

Tomado de [7] 

3.2 Separación en Entrenamiento, Validación y 

Prueba 

El período de análisis comienza desde el primero de 

enero de 2021 en adelante, con registros horarios de 

demanda. Este punto de inicio fue seleccionado debido a 

que los patrones de consumo fueron afectados por la 

pandemia del COVID-19, los datos a partir del 2021 para 

la demanda del Ecuador retomaron la tendencia y 

patrones de consumo. Adicionalmente usar conjuntos 

relativamente cortos evita cambios bruscos en los 

patrones de consumo de energía.  

3.2.1 División temporal de los datos 

Los datos se dividen de forma cronológica en conjuntos 

de entrenamiento, validación y prueba como se indica en 

la Figura 5, evitando cualquier fuga de información 

temporal. El conjunto de entrenamiento se utiliza para el 

ajuste de los modelos, el conjunto de validación para la 

selección de hiperparámetros y el conjunto de prueba 

para la evaluación final del desempeño. 

 

Figura 5: Representación de División de Datos en Entrenamiento, 

Validación y Prueba 

Para el entrenamiento de los modelos, se usa el 80% 

del conjunto total de datos para ser usados en la etapa de 

entrenamiento y 20% en la etapa de prueba. 

3.3 Configuración de los Modelos 

Esta sección describe la configuración de los modelos 

considerados en el estudio, detallando su arquitectura. 

3.3.1 Arquitectura de la red LSTM 

La arquitectura LSTM se definió con una 

configuración base fija, utilizada durante el estudio de 

ablación de variables exógenas con el fin de aislar su 

impacto en el desempeño predictivo.  

La arquitectura LSTM usada esta compuesta por una 

primera capa LSTM con 64 unidades, seguida por una 

capa de dropout, una segunda capa LSTM con 32 

unidades, otra capa de dropout y una capa densa de salida 

(Dense(1)). Esta estructura está diseñada para capturar 

tanto las dependencias temporales de mediano plazo 

como las relaciones no lineales presentes en la serie de 

demanda eléctrica. La elección del número de unidades 

LSTM (64 y 32) corresponde a la búsqueda de un 

equilibrio entre la capacidad de modelado y la 

complejidad computacional [8], incrementar el tamaño 

de las capas puede conducir a un mayor riesgo de 

overfitting y tiempos de entrenamiento más largos sin 

beneficios proporcionales en precisión . 

 
Tabla 1: Arquitectura de las LSTM 

Configuración Unidades por 

capa 

Dropout entre 

capas 

Capa de 

salida 

Base 64 – 32 Sí (0.2) Dense (1) 

La inclusión de capas dropout con una tasa moderada 

(~0.2) actúa como una técnica de regularización, 

reduciendo la co-adaptación de neuronas y ayudando a 

prevenir el sobreajuste del modelo durante el 

entrenamiento [9]. Esta práctica es recomendada en la 

literatura para modelos recurrentes, ya que introduce 

ruido estocástico controlado en el proceso de aprendizaje 

y mejora la capacidad de generalización del modelo.  

Finalmente, la capa densa de salida con una neurona 

permite mapear la representación interna de la secuencia 

hacia un único valor de predicción continua, que en este 

caso corresponde a la demanda horaria. En la  Tabla 1 se 

Entrenamiento Validación Prueba 

Datos Vistos 

por el Modelo 

Nuevos 

Datos 
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presenta un resumen de la arquitectura usada para la red 

neuronal LSTM. 

3.3.2 Arquitectura del modelo Xgboost 

El modelo XGBoost fue configurado mediante un 

conjunto de hiperparámetros que incluyen el número de 

árboles (n_estimators), la profundidad máxima de los 

árboles (max_depth), la tasa de aprendizaje 

(learning_rate), el tamaño mínimo de muestras por hoja 

y los parámetros de regularización, los cuales permiten 

controlar la complejidad del modelo y mitigar el 

sobreajuste. Al igual que en el caso del modelo LSTM, 

esta configuración se mantuvo fija durante todo el estudio 

de ablación de variables exógenas, con el objetivo de 

aislar el impacto real de la información de entrada sobre 

el desempeño predictivo. 

En particular, se emplearon 100 estimadores, una tasa 

de aprendizaje de 0.02 y una profundidad máxima de 50. 

La elección de una tasa de aprendizaje reducida responde 

a la necesidad de garantizar un proceso de optimización 

estable, ya que valores elevados del learning rate pueden 

generar convergencia inestable o conducir a soluciones 

subóptimas [10]. Este valor se compensó mediante un 

número moderado de estimadores, permitiendo que el 

modelo aprenda de forma progresiva y controlada. 

Asimismo, se partió de una configuración con una 

capacidad de representación elevada, tanto en términos 

de profundidad como de número de árboles, bajo la 

premisa de que, una vez alcanzado un nivel adecuado de 

generalización, incrementos adicionales en estos 

hiperparámetros no suelen traducirse en mejoras 

significativas de precisión, sino únicamente en un 

aumento del costo computacional y del tiempo de 

entrenamiento [10].  

Con la finalidad de evitar un overfitting en [11], 

documentación oficial de xgboost, se configura en paro 

de entrenamiento temprano o “early_stopping” el cual 

evita que el modelo se sobre ajuste restaurando los 

mejores hiperarámetros después de 15 iteraciones. 

De este modo, se asegura que el desempeño del 

modelo no esté limitado por su capacidad estructural y 

que las diferencias observadas se atribuyan 

principalmente a la contribución de las variables 

consideradas. 

3.3.3 Criterios de reproducibilidad 

Con el propósito de asegurar la reproducibilidad y la 

trazabilidad de los experimentos realizados, se definieron 

explícitamente mecanismos de control de la aleatoriedad 

y se documentó de manera detallada el entorno 

computacional empleado.  

En particular, se fijó la semilla aleatoria con el valor 

42 en todas las librerías relevantes, con el fin de reducir 

la variabilidad asociada a los procesos estocásticos 

inherentes al entrenamiento y evaluación de los modelos.  

Asimismo, se especifican las versiones exactas del 

software utilizado:  

• Xgboost 3.1.2  

• numpy 2.4.0  

• pandas 2.3.3 

• tensorflow 2.20.0 

• scikit-learn 1.8.0 

• Python 3.13.5 

 Los experimentos se ejecutaron en un sistema 

equipado con un procesador Intel Core i7-12700H y 16 

GB de memoria RAM a 3200 MHz, lo que proporciona 

un marco de referencia claro sobre los recursos 

computacionales disponibles y permite evaluar la 

reproducibilidad y viabilidad de los resultados en 

condiciones de hardware comparables. 

Todos los experimentos se realizaron bajo 

condiciones de operación idénticas. 

4. ESTUDIO DE ABLACIÓN 

El diseño del estudio de ablación se orienta a evaluar 

de forma sistemática la contribución individual y 

conjunta de los distintos componentes del modelo y de 

las variables exógenas incorporadas al proceso de 

predicción. A través de la eliminación controlada y 

progresiva de conjuntos específicos de características, y 

manteniendo constantes el protocolo experimental y la 

configuración de los modelos, se analiza el impacto real 

de cada elemento sobre el desempeño predictivo. Este 

enfoque permite identificar los factores más relevantes en 

la modelación de la demanda eléctrica y proporciona una 

base objetiva para la interpretación de los resultados y la 

validación de las decisiones metodológicas adoptadas 

[12], [13]. 

4.1 Escenarios del Estudio de Ablación 

El estudio de ablación se estructuró mediante un 

conjunto de escenarios diseñados para evaluar de forma 

progresiva el aporte de cada grupo de variables al 

desempeño predictivo de los modelos. Cada escenario 

incorpora un subconjunto específico de características, 

partiendo de una configuración base que considera 

únicamente la demanda histórica y añadiendo 

gradualmente variables exógenas de distinta naturaleza. 

Esta estrategia permite cuantificar de manera aislada y 

comparativa la contribución de las variables 

meteorológicas, de calendario y de codificación 

temporal, así como su efecto combinado sobre la 

capacidad predictiva del sistema. 

 
Tabla 2: Descripción de los Escenarios de Ablación 

Escenario Conjunto de características incluidas 

A0 Demanda histórica + variables meteorológicas + 

variables de calendario + codificación temporal + 

Valores previos de demanda (72) 

A1 A0 sin variables meteorológicas 
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A2 A0 sin variables de feriados 

A3 A0 sin codificación temporal 

4.2 Métricas de Evaluación 

Las métricas de evaluación permiten evaluar el 

desempeño de los modelos de predicción, métricas 

comúnmente utilizadas en problemas de regresión y 

pronóstico de series temporales son el error medio 

absoluto, raíz del error cuadrático medio y coeficiente de 

determinación, con el objetivo de cuantificar la precisión 

y consistencia de las estimaciones respecto a los valores 

reales observados 

4.2.1 Error medio absoluto (MAE) 

El Error Medio Absoluto (Mean Absolute Error) 

calcula el valor absoluto entre el promedio de las 

diferencias de los valores predichos con los observados 

[14]. Su cálculo se realiza con la ecuación 1.  

MAE =
1

n
∑ |𝑦𝑖 − ŷ𝑖|

𝒏

𝒊=𝟏

 
(1) 

Donde: 

𝑦𝑖es el valor real de la demanda en el instante 𝑡, 

𝑦̂𝑖es el valor pronosticado, 

𝑛 es el número total de observaciones 

En términos prácticos, el MAE indica cuántas 

unidades (por ejemplo, MW) se equivoca el modelo, en 

promedio, al realizar la predicción. 

Un MAE menor implica mayor precisión promedio 

 

4.2.2 Raíz cuadrática del error medio (RMSE) 

Esta métrica mide el tamaño promedio de los errores 

penalizo con mayor fuerza a los errores grades debido al 

cuadrado. Esta métrica es útil para detectar errores 

puntuales significativos del modelo [15]. Su cálculo está 

dada por la siguiente expresión: 

𝑀𝑆𝐸 = √
1

n
∑(𝑦𝑖 − ŷ𝑖)2 

𝒏

𝒊=𝟏

 

(2) 

Donde: 

𝑦𝑖es el valor real de la demanda en el instante 𝑡, 

𝑦̂𝑖es el valor pronosticado, 

𝑛 es el número total de observaciones 

Un RMSE bajo indica que las predicciones, en 

promedio, están cerca de los valores reales 

4.2.3 Coeficiente de determinación (R2) 

Esta métrica expresa el grado en el que el modelo se 

ajusta, indicando la proporcione de la variabilidad total 

[15]. Su cálculo se realiza con la siguiente expresión: 

R2 = 1 −

1
n

∑ (𝑦𝑖 − ŷ𝑖)
2 𝒏

𝒊=𝟏

1
n

∑ (𝑦𝑖 − 𝑦)2 𝒏
𝒊=𝟏

 

(3) 

Donde: 

𝑦𝑖es el valor real de la demanda en el instante 𝑡, 

𝑦̂𝑖es el valor pronosticado, 

𝑛 es el número total de observaciones 

Valores cercanos a 1 se interpretan como una alta 

capacidad predictiva. 

4.2.4 Error porcentual absoluto medio (MAPE) 

El Error Porcentual Absoluto Medio (MAPE) permite 

expresar el error como un porcentaje respecto al valor 

real de la demanda [16]. Su cálculo esta dado por la 

siguiente expresión: 

MAPE =
100

𝑁
∑ |

𝑦𝑖 − ŷ𝑖

ŷ𝑖

|

𝑁

𝑡=1

 

(1) 

Donde: 

𝑦𝑖es el valor real de la demanda en el instante 𝑡, 

𝑦̂𝑖es el valor pronosticado, 

𝑁 es el número total de observaciones, 

5. RESULTADOS 

Las predicciones se evaluaron bajo un mismo rango de 

tiempo, del 8 de agosto de 2024 al 8 de septiembre de 

2024. Los resultados del estudio de ablación para el 

modelo XGboost se presentan en la Tabla 3 mientras que 

para el LSTM se presentan en la  

Tabla 4. 
Tabla 3: Resultados de Estudio de Ablación para el Modelo 

XGboost 

Modelo MAE RMSE MAPE R2 

A0 268.47 323.41 7.25 0.43 

A1 265.68 319.85 7.18 0.44 

A2 269.57 325.35 7.27 0.42 

A3 291.29 359.04 7.89 0.30 

 

Tabla 4: Resultados de Estudio de Ablación para el modelo 

LSTM 

Modelo MAE RMSE MAPE  R2   

A0 217.80 268.60 5.59 0.57 

A1 254.96 321.41 6.50 0.39 

A2 262.46 327.50 6.69 0.37 

A3 363.45 472.80 9.22 -0.32 
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Las métricas indican que el mejor resultado la obtuvo 

el modelo LSTM con todas las variables exógenas, 

seguido del modelo XGboost que no incluye variables 

meteorológicas. 

Contrario a lo que se esperaba, el desempeño del 

modelo XGboost no incrementa significativamente con 

la inclusión de la temperatura aparente ni con la variable 

de días feriados, sin embargo la codificación temporal si 

ayuda significativamente al proceso de prediccioón, en 

contraste el modelo de red LSTM presenta una notable 

mejoría con la inclusión de la variable de la temperatura 

aparente de la ciudad de Guayaquil coincidiendo con la 

experiencia de los departamentos de operación y 

planificación del CENACE. 

Visualmente la diferencia entre los dos modelos se 

puede apreciar en la Figura 6, donde se muestra 

gráficamente la diferencia entre los dos modelos. 

Los tiempos de entrenamiento en promedio por 

modelo se presentan en la Figura 7. 

 

Figura 6: Comparativa Modelos LSTM vs. XGboost vs. 

Demanda real el 9 de septiembre de 2024  

 

Figura 7: Comparación de tiempos de entrenamiento 

6. CONCLUSIONES 

Los resultados del estudio confirman que la red 

neuronal LSTM, al incorporar el conjunto completo de 

variables exógenas, presenta el mejor desempeño global 

en la tarea de pronóstico de la demanda eléctrica. Su 

arquitectura recurrente le permite capturar de manera 

efectiva dependencias temporales no lineales y patrones 

complejos, lo que se traduce en mejoras consistentes 

respecto al modelo XGBoost bajo todos los escenarios de 

evaluación considerados.  

El análisis del estudio de ablación evidencia que la 

temperatura aparente de la ciudad de Guayaquil 

constituye una de las variables exógenas más relevantes 

para el modelo LSTM. Su inclusión mejora de forma 

significativa la precisión de las predicciones, lo cual es 

coherente con la experiencia operativa del personal de 

planificación y operación del CENACE, y confirma que 

el comportamiento de la demanda eléctrica nacional está 

fuertemente influenciado por el consumo de esta ciudad. 

En contraste, el modelo XGBoost muestra una 

sensibilidad limitada frente a variables meteorológicas y 

de calendario, como la temperatura y los días feriados. 

Sin embargo, la incorporación de la codificación 

temporal permite una mejora apreciable en su 

desempeño, al facilitar la captura de la estacionalidad y 

los patrones periódicos de la demanda, lo que refuerza la 

importancia de este tipo de representaciones en modelos 

basados en árboles. 

Desde el punto de vista computacional, se observa 

una diferencia clara entre ambos enfoques. El modelo 

LSTM, si bien ofrece mayor precisión, requiere tiempos 

de entrenamiento más elevados, mientras que XGBoost 

destaca por su rapidez y eficiencia computacional, 

aunque con un desempeño predictivo inferior. En este 

contexto, los resultados sugieren que el modelo LSTM es 

más adecuado para la planificación operativa del sistema 

eléctrico con un horizonte de 24 horas de antelación, 

mientras que XGBoost puede emplearse como una 

herramienta complementaria para la estimación rápida de 

tendencias intra-horarias, aportando información útil en 

escenarios donde el tiempo de cómputo es un factor 

crítico. 

7. RECOMENDACIONES 

Como líneas de trabajo futuro, se recomienda 

profundizar el análisis experimental mediante estudios 

adicionales que permitan optimizar el desempeño y la 

eficiencia computacional de los modelos evaluados. En 

primer lugar, resulta pertinente realizar un estudio de 

ablación específico orientado a determinar el número 

óptimo de lags para cada modelo, con el fin de identificar 

la longitud de la ventana temporal que maximiza la 

capacidad predictiva sin introducir redundancia 

innecesaria en las entradas. 

En segundo lugar, se sugiere desarrollar un análisis 

sistemático del número de estimadores del modelo 

XGBoost, buscando una configuración que permita 

reducir aún más los tiempos de entrenamiento y 

predicción sin comprometer significativamente la 

precisión. Este estudio podría aportar criterios prácticos 

para el uso del modelo en escenarios operativos donde la 

eficiencia computacional es prioritaria. 

Adicionalmente, se recomienda explorar 
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arquitecturas LSTM de mayor profundidad, 

incorporando un mayor número de capas ocultas, con el 

objetivo de evaluar si un aprendizaje más profundo es 

capaz de capturar patrones adicionales y mejorar el 

pronóstico de la demanda eléctrica. Este análisis 

permitiría establecer un balance más claro entre 

complejidad del modelo, precisión y costo 

computacional. 

Finalmente, se propone ampliar el conjunto de 

variables meteorológicas consideradas, incorporando 

temperaturas de otras ciudades relevantes del país para 

analizar su posible influencia sobre la demanda eléctrica 

nacional. En particular, resulta de interés evaluar 

ciudades como Quito y Cuenca, ubicadas en la cordillera 

de los Andes, donde las condiciones climáticas difieren 

sustancialmente de las zonas costeras y podrían presentar 

una relación distinta, e incluso inversa, entre temperatura 

y demanda, asociada a un mayor uso de sistemas de 

calefacción. 
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Abstract 

 

The purpose of this work is to develop a model for a 

phasor measurement unit (PMU) in OPAL-RT’s real 

time digital simulation environment of the 

electromagnetic transient simulation software 

HYPERSIM. The proposed methodology is based on 

the IEEE standards C37.118.1-2011 and C37.118.2-

2011. For synchrophasor estimation the RMS value 

calculation over a rolling window and a PLL-based 

(Phase-Locked Loop) scheme is used, as well as the 

interfaces for GPS synchronization and C37.118.2 

communications that the real time simulator has 

available. The model was designed considering 

efficiency in computational resources. Finally, the 

implemented PMU model is compared to a commercial 

PMU on a WAMS using a real time simulation 

environment. 

 

Resumen 

 

El objetivo de este trabajo es desarrollar un modelo de 

unidad de medición fasorial (PMU) en el entorno de 

simulación digital en tiempo real del software de 

simulación de transitorios electromagnéticos 

HYPERSIM de OPAL-RT. La metodología propuesta 

para la modelación está basada en los lineamientos de 

los estándares IEEE C37.118.1-2011 y C37.118.2-2011 

para la estimación de los sincrofasores de voltaje y 

corriente, la frecuencia y el ROCOF. En el modelo 

implementado la estimación sincrofasorial se lleva a 

cabo con el cálculo del valor eficaz (RMS) para una 

ventana móvil variable, el uso de controles PLL (Phase-

Locked Loop), y las interfaces de sincronización GPS y 

del estándar C37.118.2 del simulador en tiempo real. Se 

ha considerado que el modelo sea eficiente en cuanto a 

recursos computacionales. Finalmente, se realiza la 

comparación de los datos sincrofasoriales del modelo de 

PMU con los datos de una PMU comercial en un sistema 

WAMS, en un entorno de simulación en tiempo real. 

Index terms— PMU, real-time simulation, 

synchrophasors, PLL, WAMS. 

Palabras clave— PMU, simulación en tiempo real, 

sincrofasores, PLL, WAMS. 
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1. INTRODUCCIÓN 

La evolución de los sistemas eléctricos de potencia ha 

dado lugar a la integración de sistemas de generación 

basados en recursos energéticos renovables, la 

digitalización, y la transición hacia redes inteligentes, lo 

cual ha creado nuevas oportunidades de investigación, 

desarrollo e innovación al considerar los nuevos retos 

introducidos por estas tecnologías. [1] 

En la transformación hacia redes inteligentes, la 

integración de sistemas de monitoreo, control y 

operación en tiempo real de los sistemas eléctricos 

facilita su análisis, caracterización y evaluación. Los 

sistemas de monitoreo de área extendida (WAMS - Wide 

Area Monitoring System) han probado ser una valiosa 

herramienta para el monitoreo y operación de los 

sistemas eléctricos en el mundo. [2] [3] 

En Ecuador, desde el 2010 un sistema de monitoreo 

de área extendido (WAMS) fue implementado en 

respuesta a los riesgos y vulnerabilidades que existían en 

su sistema eléctrico debido a fenómenos dinámicos. Esta 

implementación comprende la instalación de unidades de 

medición fasorial (PMU - Phasor Measurement Unit) en 

puntos estratégicos, y la aplicación de estudios 

especializados para mejorar la estabilidad del sistema. [4]                                                                                                          

Las PMU son equipos que realizan la estimación de 

los fasores de las magnitudes eléctricas, el cálculo de la 

frecuencia y la razón de cambio de la frecuencia 

(ROCOF); y asocian los datos fasoriales estimados a una 

señal de tiempo de alta precisión, como puede ser una 

señal GPS. La tasa de datos manejada por una PMU 

comúnmente es de 60 o 50 datos por segundo, 

dependiendo de la frecuencia nominal del sistema. [5] 

El estándar IEEE C37.118.1-2011 define los 

conceptos básicos relacionados a los datos 

sincrofasoriales, junto con los requerimientos mínimos 

en cuanto a la validación de la estimación fasorial [6], y 

este tiene una enmienda que revisa los requerimientos de 

desempeño de una PMU en el estándar IEEE C37.118.1a-

2014. [7] El estándar IEEE C37.118.2-2011 define los 

lineamientos para la transmisión de datos sincrofasoriales 

a través de una red de comunicaciones. [8]  

La información de una PMU resulta versátil para 

realizar estudios especializados como el modelado y 

validación de componentes de un sistema eléctrico, o la 

identificación paramétrica y sintonización de sistemas de 

control; [4]  y para aplicaciones de control y protección 

como la integración de datos sincrofasoriales en 

esquemas de protección y la implementación de 

esquemas de acción remedial. [9] [10] 

El software de simulación hace posible realizar 

estudios especializados de un sistema eléctrico. Para ello 

se modela el sistema de interés, y se simula su 

comportamiento dinámico bajo las condiciones 

operativas o de prueba que se hayan definido para el 

estudio. [11] La simulación puede ser de tipo EMT 

(Electromagnetic Transient), en donde se obtiene las 

formas de onda de las magnitudes eléctricas, con pasos 

de tiempo en el orden de microsegundos, o de tipo RMS, 

en donde los resultados son la representación fasorial de 

las magnitudes eléctricas, con pasos de tiempo en el 

orden de milisegundos. [12] 

  La simulación de sistemas eléctricos se puede 

realizar con soluciones tradicionales, o fuera de línea, 

como son los softwares DIgSILENT PowerFactory, 

EMTP-RV o PSCAD, o con soluciones de simulación 

digital en tiempo real, como es el caso del software 

RSCAD de RTDS Technologies, o los softwares RT-

LAB y HYPERSIM de OPAL-RT.  

En simulación EMT, para contrastar los resultados 

instantáneos de la simulación con los datos de una PMU, 

es necesario convertir a su representación fasorial. Esto 

se logra en el entorno de simulación al modelar el 

funcionamiento de una PMU. [12] 

En [5] y [13] se detalla la fundamentación teórica 

sobre la estimación fasorial, y en [14] se presenta una 

revisión de las técnicas utilizadas para la estimación 

fasorial y modelado de PMUs. 

En [12] y [15] se describe metodologías basadas en 

aplicaciones de la Transformada Discreta de Fourier 

(DFT) para la modelación de PMUs, junto con el proceso 

de validación utilizado para determinar el cumplimiento 

de los lineamientos del estándar C37.118.1. Estos 

modelos fueron implementados para software de 

simulación fuera de línea. En [16] se describe un modelo 

de PMU basado en un control PLL (Phase-Locked Loop) 

con la finalidad de crear un prototipo de PMU de nivel 

comercial. Este modelo no esta diseñado para ser usado 

en entornos de simulación de sistemas eléctricos. 

En [17] se detalla una metodología para la evaluación 

del desempeño dinámico de una PMU, con el uso de un 

conjunto de pruebas para determinar el cumplimiento de 

los requerimientos propuestos en el estándar C37.118.1. 

Modelos de PMU implementados en un entorno de 

simulación en tiempo real se presentan en [18] y [19]. 

Estos modelos implementan algoritmos eficientes 

computacionalmente para la estimación fasorial, y el 

despliegue de comunicaciones a través del estándar IEEE 

C37.118.2 para el intercambio de datos sincrofasoriales 

con PDCs, diseñados para el software RT-LAB. 

El software de simulación EMT en tiempo real de 

OPAL-RT, HYPERSIM, está integrado a los estándares 

IEEE C37.118.1-2011 y IEEE C37.118.2-2011 para 

envío y recepción de datos sincrofasoriales [20], mas no 

dispone de una herramienta o bloque específico para la 

estimación fasorial en su librería nativa.  

De esta forma, es posible desarrollar un modelo en el 

entorno de HYPERSIM con los elementos disponibles en 

su librería nativa, considerando eficiencia 

computacional, que permita realizar la estimación 

fasorial de los valores instantáneos de las magnitudes 
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eléctricas en base a los lineamientos del estándar IEEE 

para sincrofasores, hacer uso de la sincronización por 

GPS del simulador en tiempo real, y usar la 

implementación del estándar IEEE C37.118.2 en este 

entorno para el envío de datos sincrofasoriales a un PDC, 

y su monitoreo en tiempo real en WAMS. 

Adicionalmente, se realiza una comparativa bajo 

condiciones dinámicas con un IED comercial 

configurado como PMU. 

En este artículo se plantea el diseño e implementación 

de un modelo de PMU, de clase P del estándar IEEE 

C37.118.1, en el software HYPERSIM para simulación 

digital en tiempo real. En la segunda sección se revisa la 

teoría asociada a la estimación fasorial, los sincrofasores, 

y las unidades de medición fasorial. La tercera sección 

comprende la metodología utilizada para la construcción 

del modelo de PMU en HYPERSIM. En la cuarta sección 

se analizan los resultados del modelo de PMU obtenidos 

de la simulación digital en tiempo real, los índices de 

desempeño del modelo, y la comparativa con una PMU 

comercial para distintos eventos. 

2. ESTIMACIÓN FASORIAL 

En esta sección se revisa el fundamento teórico 

asociado a los conceptos y definiciones necesarias para 

aplicar los lineamientos del estándar IEEE C37.118.1 en 

cuanto a los requerimientos de la estimación fasorial, y 

de los datos entregados por una PMU.     

2.1 Definición de Fasor 

Los sistemas de potencia están basados en corriente 

alterna (AC) en una configuración trifásica, de esta 

manera las magnitudes eléctricas correspondientes a 

voltajes y corrientes pueden ser representadas como 

formas de onda sinusoidales, en función del tiempo 

caracterizadas por una amplitud, velocidad angular y 

ángulo de desfase, como se muestra en (1). [21] 

 

𝒙(𝒕) = 𝑿 ∗ 𝐜𝐨𝐬⁡(𝝎𝒕 + 𝜹) (1) 

A partir de (1) es posible utilizar la identidad de Euler 

(2) para expresar una forma de onda sinusoidal como un 

fasor, la cual se presenta en (3). [22]  

 

𝒆𝒋𝝓 = 𝐜𝐨𝐬(𝝓) + 𝒋⁡𝒔𝒊𝒏(𝝓) (2) 

𝒙(𝒕) = 𝑹𝒆[𝑿 ∗ 𝒆𝒋(𝝎𝒕+𝜹)]  

𝒙(𝒕) = 𝑹𝒆[(𝑿𝒆𝒋𝜹)𝒆𝒋𝝎𝒕] (3) 

Si se considera la frecuencia como constante, y, por 

lo tanto, la velocidad angular constante, se puede 

despreciar el termino 𝑒𝑗𝜔𝑡. De la misma forma, se puede 

considerar el fasor solamente en función del valor eficaz 

o valor RMS de la onda sinusoidal. En (4) se presenta la 

representación fasorial de la sinusoidal en su forma 

exponencial, polar y rectangular. [22] 

 

𝑿𝑹𝑴𝑺𝒆
𝒋𝜹 = 𝑿𝑹𝑴𝑺∠𝜹 

= 𝑿𝑹𝑴𝑺(𝐜𝐨𝐬(𝜹) + 𝒋⁡𝒔𝒊𝒏(𝜹)) 
(4) 

Esta definición de fasor es la que se utiliza en el 

estándar IEEE C37.118.1 [6], y en este se aclara que, para 

poder realizar comparaciones, todos los fasores deben 

estar referidos a la misma velocidad angular. 

En la Fig. 1 se presenta una comparación grafica entre 

la forma de onda instantánea de una sinusoidal (1), y la 

representación fasorial de la misma (4). 

 

 
 

Figura 1: Onda Sinusoidal y su Representación Fasorial.  [9] 

El valor eficaz de una onda sinusoidal pura se puede 

obtener al dividir la amplitud de la sinusoidal para √2. 

Sin embargo, las formas de onda asociadas a voltajes y 

corrientes de un sistema eléctrico no son puramente 

sinusoidales, es decir, presentan alguna distorsión. De 

modo que se pueda obtener el valor eficaz de una onda 

sinusoidal distorsionada se puede utilizar la definición de 

valor eficaz, que se presenta en (5). [13] 

 

𝑿𝑹𝑴𝑺 = √
𝟏

𝑻
∫𝒙(𝒕)𝟐⁡𝒅𝒕 (5) 

Cabe destacar, que para el cálculo del valor RMS de 

una señal periódica cualquiera, se debe integrar sobre 

cada periodo o ciclo de la señal de forma individual. [13] 

De esta forma, cada ciclo de una señal periódica tendrá 

asociado un valor RMS.  

2.2 Definición de Sincrofasor 

Un sincrofasor es una representación de una forma de 

onda instantánea similar a un fasor, como en (1), con la 

consideración de que el ángulo de desfase 𝛿 está 

referenciado a una onda sinusoidal a frecuencia 

fundamental cuyo parámetro de tiempo este sincronizado 

con el tiempo UTC (Coordinated Universal Time). Este 

valor de tiempo debe provenir de una fuente de 

sincronismo de alta precisión, de modo que se asegure 

una precisión en tiempo de 1 microsegundo. [6]  

El ángulo de desfase total corresponde al 

desplazamiento en tiempo entre la onda sinusoidal de 

referencia, y la forma de onda instantánea. [14] A partir 

de (1) se puede establecer el valor de la amplitud en 
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función del tiempo y el valor de la velocidad angular en 

términos de una frecuencia en función del tiempo, como 

se muestra en (6).  

𝒙(𝒕) = 𝑿(𝒕) ∗ 𝐜𝐨 𝐬(𝟐𝝅 ∗ 𝒇(𝒕) ∗ 𝒕 + 𝜹) (6) 

Si se considera la frecuencia nominal del sistema 

como 𝑓0, entonces se puede definir el termino 𝑔(𝑡) =
⁡𝑓(𝑡) − 𝑓0, el cual representa la variación de frecuencia 

en el tiempo. De (6) el termino 𝑓(𝑡) ∗ 𝑡 puede ser 

reemplazado por la integral de la frecuencia en el tiempo.   

[6] En (7) se presenta la aplicación de estas 

consideraciones.  

 

𝒙(𝒕) = 𝑿(𝒕) ∗ 𝐜𝐨𝐬(𝟐𝝅 ∫𝒇(𝒕) 𝒅𝒕 + 𝜹)   

𝒙(𝒕) = 

𝑿(𝒕) ∗ 𝐜𝐨𝐬 (𝟐𝝅𝒇𝟎𝒕 + (𝟐𝝅∫𝒈(𝒕) 𝒅𝒕 + 𝜹)) 
(7) 

Al aplicar la identidad de Euler a (7), se obtiene la 

representación fasorial de un sincrofasor, como se 

muestra en (8). 

 

𝒙(𝒕) = 𝑹𝒆[𝑿(𝒕)𝒆𝒋[𝟐𝝅𝒇𝟎𝒕+(𝟐𝝅∫𝒈(𝒕)𝒅𝒕+𝜹)]]  

𝒙(𝒕) = 𝑹𝒆[𝑿(𝒕)𝒆𝒋𝝎𝟎𝒕(𝒆𝒋𝟐𝝅∫𝒈(𝒕)𝒅𝒕𝒆𝒋𝜹)] (8) 

De forma similar a un fasor, para la representación 

fasorial de la forma de onda sinusoidal se utiliza su valor 

eficaz y se considera el valor de 𝑒𝑗𝜔0𝑡 como constante. 

[6]  El sincrofasor asociado a la forma de onda original 

se muestra en (9). 

𝑿𝑹𝑴𝑺𝒆
𝒋𝜹𝒆𝒋𝟐𝝅∫𝒈(𝒕)𝒅𝒕 = 

𝑿𝑹𝑴𝑺∠ (𝜹 + 𝟐𝝅∫𝒈(𝒕) 𝒅𝒕) 
(9) 

Al comparar la ecuación de un fasor (4) con la 

ecuación de un sincrofasor (9), se observa que el 

resultado de referenciar la forma de onda 𝑥(𝑡) a una onda 

sinusoidal pura a la frecuencia nominal 𝑓0, resulta en la 

introducción de una componente de desfase angular 

adicional al desfase angular original 𝛿, la cual es 

resultado directo de la variación de la frecuencia de la 

forma de onda 𝑥(𝑡) en el tiempo. 

En la Fig. 2 se muestra el efecto sobre el ángulo del 

sincrofasor resultado de la referenciación de la forma de 

onda a una sinusoidal pura a frecuencia fundamental. En 

este caso se ha considerado que la forma de onda tenga 

un desfase angular 𝛿 igual a cero.  

 
 

Figura 2: Desfase en Tiempo entre una Forma de Onda a f1 con 

δ=0 y la Onda Sinuoidal Pura a fnom de Referencia  

El ángulo debido a la diferencia de frecuencia crece 

con el tiempo, y considerando la naturaleza periódica de 

ambas formas de onda, esto conlleva a que el ángulo se 

incremente hasta un valor máximo de 180°, y seguido a 

ello empiece a crecer desde un ángulo de -180°. 

De la Fig.2 se puede verificar que, en una forma de 

onda a frecuencia distinta a la fundamental, no existe 

coincidencia entre el cruce por cero de la referencia y el 

cruce por cero de la forma de onda. 

En la Fig.3 se muestra el efecto sobre el ángulo del 

sincrofasor resultado de la referenciación de la forma de 

onda a una sinusoidal pura a frecuencia fundamental, 

considerando un ángulo de desfase 𝛿 en la forma de onda. 

 
 

Figura 3: Desfase en Tiempo entre una Forma de Onda a f1 con 

δ>0 y la Onda Sinusoidal Pura a fnom de Referencia  

Al no considerar un desfase 𝛿, ver Fig. 2, se puede 

observar que el desfase en tiempo respecto a la señal de 

referencia va incrementando con el tiempo. Cuando el 

desfase 𝛿 se considera, ver Fig. 3, se observa las dos 

componentes del ángulo de un sincrofasor, el ángulo de 

desfase 𝛿 es el comprendido entre las líneas cortadas roja 

y verde, y el ángulo resultante de la diferencia de 

frecuencias es el comprendido entre las líneas cortadas 

verde y azul. De este modo, el ángulo del sincrofasor está 

comprendido entre las líneas cortadas roja y azul. 
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2.3 Unidad de Medición Fasorial - PMU 

Originalmente, una PMU era un equipo especifico 

capaz de realizar la estimación de los sincrofasores, 

haciendo uso de una fuente de sincronismo en tiempo de 

alta precisión, a partir de señales correspondientes a las 

mediciones de magnitudes eléctricas. Luego asocia dicha 

información a una estampa de tiempo, y es capaz de 

transmitir los datos sincrofasoriales a un PDC, basándose 

en los lineamientos de los estándares IEEE C37.118.1 y 

IEEE C37.118.2. [5] [9] Actualmente, los IEDs 

comerciales de diversas marcas han sido integrados con 

ambos estándares, de modo que adicional a las funciones 

de control y protección que estos dispongan, también 

pueden operar como PMUs. [10] 

Una PMU realiza el proceso de estimación fasorial 

con el cual obtiene los datos sincrofasoriales de voltajes 

y corrientes. Adicionalmente, la PMU realiza el cálculo 

de la frecuencia de la señal de voltaje y de la razón del 

cambio de dicha frecuencia (ROCOF). El ROCOF 

corresponde a la derivada en el tiempo de la frecuencia 

de la forma de onda, como se muestra en (10). [6]En la 

Fig. 4 se presenta un diagrama de bloques en donde se 

muestra un modelo simplificado de una PMU. 

 
 

Figura 4: Diagrama de Bloques de una PMU [23] 

𝑹𝑶𝑪𝑶𝑭(𝒕) =
𝒅𝒇(𝒕)

𝒅𝒕
 (10) 

El estándar C37.118.2 establece que el paquete de 

datos generado por una PMU puede incluir señales 

analógicas y digitales, las cuales serán complementarias 

a los datos sincrofasoriales. [7]  

Cada paquete de datos de generado es asociado a una 

estampa de tiempo de alta precisión, la cual se obtiene de 

la misma fuente de sincronismo que es utilizada para el 

cálculo de los sincrofasores. [6] La ventaja de tener cada 

paquete de datos referenciado en tiempo es que hace 

posible alinear los datos provenientes de PMUs 

instaladas en diferentes estaciones de medición. [5] 

La fuente de sincronismo en tiempo de alta precisión 

utilizada en una PMU puede provenir de un reloj GPS, el 

cual obtiene la señal de sincronismo en tiempo de los 

satélites que componen el sistema de posicionamiento 

global (GPS), o pueden integrar el estándar PTP 

(Precision Time Protocol), el cual maneja sincronismo en 

tiempo en una infraestructura de red, considerando 

mantener la precisión del tiempo en todos sus puntos. [9] 

El estándar C37.118.1 define los índices TVE (Total 

Vector Error), FE (Frequency measurement error), y RFE 

(ROCOF measurement error) para evaluar la estimación 

fasorial de una PMU. [6] Estos índices se calculan con 

las ecuaciones (11), (12) y (13), respectivamente. 

𝑻𝑽𝑬 = √
(𝑿𝒓̂ − 𝑿𝒓)

𝟐
+ (𝑿𝒊̂ − 𝑿𝒊)

𝟐

𝑿𝒓
𝟐 + 𝑿𝒊

𝟐
 (11) 

El índice TVE se calcula a partir de la parte real e 

imaginaria del fasor estimado, 𝑋𝑟̂ y 𝑋𝑖̂, y de la parte real 

e imaginaria del fasor real de referencia, 𝑋𝑟 y 𝑋𝑖. 

𝑭𝑬 = |𝒇𝒓𝒆𝒂𝒍 − 𝒇𝒆𝒔𝒕𝒊𝒎𝒂𝒅𝒂| (12) 

𝑹𝑭𝑬 = |𝑹𝑶𝑪𝑶𝑭𝒓𝒆𝒂𝒍 − 𝑹𝑶𝑪𝑶𝑭𝒆𝒔𝒕𝒊𝒎𝒂𝒅𝒐| (13) 

Los índices de FE y RFE se calculan con los valores 

real y estimado de la frecuencia y el ROCOF. 

3. MODELO DE PMU IMPLEMENTADO EN 

HYPERSIM 

HYPERSIM es un software de simulación 

especializado en sistemas de potencia, específico para 

simulación de transitorios electromagnéticos (EMT), 

implementado en un entorno de simulación en tiempo 

real y distribuido por OPAL-RT. [20] 

Este software tiene disponible en su librería nativa un 

conjunto de modelos de elementos de sistemas de 

potencia, elementos de control y protección de sistemas 

de potencia, y elementos para modelado de sistemas de 

control, en donde se incluyen funciones de transferencia 

continuas y discretas. Sin embargo, no existe un elemento 

que tenga funciones de PMU, o en su defecto que pueda 

realizar estimación fasorial. 

El entorno de simulación en tiempo real de OPAL-RT 

tiene integrado el estándar C37.118.2, para intercambio 

de datos con PDCs y PMUs, e integra sincronización en 

tiempo de alta precisión por GPS. 

A continuación, se describe las etapas que se han 

implementado en HYPERSIM con elementos de su 

librería nativa para obtener el paquete de datos resultante 

de una PMU, considerando la estimación fasorial, el 

cálculo de la frecuencia y ROCOF, el proceso de 

sincronización en tiempo, y la construcción del paquete 

de datos conforme al estándar C37.118.2. 

3.1 Magnitud del Fasor 

El cálculo de la magnitud de los fasores ha 

considerado la ecuación (5), en su representación 

discreta, como se muestra en (14). En HYPERSIM se 

tiene disponible el bloque de valor medio de frecuencia 

variable, este dispone de dos entradas: la señal de 

entrada, y la señal de frecuencia; y tiene como salida la 

señal del valor medio para una ventana móvil en función 

de la frecuencia. 
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𝑿𝑹𝑴𝑺[𝒏] = √
𝟏

𝑻
∑𝒙[𝒏]𝟐
𝒕

𝒕−𝑻

 (14) 

La señal de entrada se obtiene elevando al cuadrado 

las mediciones de cada fase. La obtención de la señal de 

frecuencia se explica en la siguiente sección. De la salida 

del bloque de valor medio de frecuencia variable se 

calcula la raíz cuadrada. En la Fig. 5 se muestra la 

implementación en HYPERSIM, se debe considerar que 

este modelo realiza el cálculo de la magnitud de una fase. 

 
 

Figura 5: Modelo para Cálculo de Magnitud de un Fasor. 

 

3.2 Frecuencia y ROCOF  

Para el cálculo de la frecuencia de se ha considerado 

el uso del bloque PLL (Phase-Locked Loop) disponible 

en HYPERSIM. En [13] y [18] se describe a detalle la 

estructura interna del esquema de control PLL utilizado 

para la estimación de la frecuencia de una señal 

sinusoidal. En la Fig. 6 se muestra la estructura interna 

del PLL disponible en HYPERSIM. 

 
 

Figura 6: Modelo HYPERSIM de un Control PLL. 

El control PLL toma como entrada una señal 

sinusoidal, y tiene como salidas la frecuencia de la señal 

de entrada, y la velocidad angular en fase a la señal de 

entrada. De forma similar a la media, el bloque PLL 

calcula sus salidas en una ventana móvil. El bloque PLL 

de HYPERSIM requiere que la señal de entrada tenga un 

valor pico menor a 1, por lo cual, se ha incluido una etapa 

de normalización aplicada a las señales de medición.  

La normalización se logra con el uso de 

Comparadores y Selectores de HYPERSIM. En un 

selector de dos entradas se conecta la primera entrada a 

la señal original, y la segunda aplica una ganancia de 0.5 

a la señal original; la señal de control del selector viene 

de un comparador, que detecta si el valor instantáneo de 

la señal original supera el límite de 1, y entonces cambia 

la señal del selector a la señal escalada. Este proceso 

iterativo se aplica en 10 pasos, y este continuamente 

escala la señal de entrada. 

El PLL se utiliza exclusivamente para el cálculo de 

frecuencia y ángulo de desfase del sincrofasor, por lo cual 

la normalización se aplica directamente a la entrada del 

PLL, y es independiente de la estimación de magnitud. 

La señal de la frecuencia se obtiene del uso de un 

bloque PLL trifásico de HYPERSIM, el cual toma como 

entrada las señales normalizadas de voltaje o corriente de 

cada fase. Esta señal de frecuencia es la que se utiliza 

para la entrada de frecuencia del bloque de valor medio 

de frecuencia variable, Fig. 5, de la sección anterior. 

A partir de la salida de frecuencia del PLL trifásico, 

se calcula el ROCOF haciendo uso de la derivada en 

tiempo discreto (15), la cual se ha implementado con el 

bloque de función de transferencia en tiempo discreto de 

HYPERSIM, en donde se considera la constante Ts 

correspondiente al paso de integración de la simulación. 

𝑹𝑶𝑪𝑶𝑭 =
𝒁 − 𝟏

𝒁 ∗ 𝑻𝒔
∗ 𝒇[𝒏] (15) 

3.3 Ángulo de Desfase 

Para el cálculo del ángulo de desfase se utiliza el 

bloque PLL monofásico de HYPERSIM, el cual toma 

una señal normalizada para calcular la velocidad angular 

de cada fase de forma independiente. La salida de 

velocidad angular del PLL monofásico es una señal 

diente de sierra, la cual tiene un rango de 0 a 2𝜋, y esta 

sincronizada a los cruces por cero crecientes de la 

componente fundamental de la señal de entrada.  

En la Fig. 7 se muestra la salida de velocidad angular 

de un PLL para una entrada de 3 señales sinusoidales. 

 
 

Figura 7: Señal de Salida de Velocidad Angular de un PLL. 

La señal de velocidad angular de los PLL de cada fase 

no es el ángulo de desfase del sincrofasor, ya que solo 

considera el desfase propio de cada sinusoidal. 

Para obtener el ángulo de desfase de los sincrofasores, 

se parte de una señal de tiempo UTC, obtenida de la 

interfaz de sincronización de alta precisión, y se le aplica 

la función Modulo de HYPERSIM, limitando el rango 

del tiempo de 0 a 60 segundos, esta se multiplica por un 

valor de 2𝜋 ∗ 𝑓𝑛𝑜𝑚 ∗ 180/𝜋, se ingresa el resultado a la 

función Coseno de HYPERSIM, y finalmente se obtiene 

la velocidad angular de esta sinusoidal con un PLL 

monofásico. Esta velocidad angular esta en fase a la 

sinusoidal de referencia a frecuencia fundamental 

sincronizada en tiempo. En la Fig. 8 se presenta el 

diagrama del modelo implementado en HYPERSIM. 
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Figura 8: Modelo para Obtención de Referencia Angular UTC. 

 La señal de velocidad angular de referencia debe ser 

restada de las señales de velocidad angular de cada fase 

del voltaje y corriente. A esta señal resultante se le 

aplican las ecuaciones (16), (17), (18) y (19) de modo que 

su valor esté entre −𝜋 y 𝜋.  

 

𝜶𝟏(𝒕) = 𝝎𝒕𝒂,𝒃,𝒄(𝒕) − 𝑨𝒏𝒈𝒍𝒆_𝑹𝑬𝑭 (16) 

𝜶𝟐(𝒕) = {
𝟎 𝒔𝒊⁡𝜶𝟏(𝒕) < 𝝅

𝟐𝝅 𝒔𝒊⁡𝜶𝟏(𝒕) ≥ 𝝅
 (17) 

𝜶𝟑(𝒕) = {
𝟐𝝅 𝒔𝒊⁡𝜶𝟏(𝒕) < −𝝅

𝟎 𝒔𝒊⁡𝜶𝟏(𝒕) ≥ −𝝅
 (18) 

𝜹𝒂,𝒃,𝒄(𝒕) = 𝜶𝟏(𝒕) − 𝜶𝟐(𝒕) + 𝜶𝟑(𝒕) (19) 

 

La señal de velocidad angular de referenciada al 

tiempo UTC, solamente se puede obtener al momento de 

simular el sistema en tiempo real, debido a que la 

sincronización en tiempo por GPS solo se activa en este 

tipo de simulación.  

En caso de que se desee usar el modelo de PMU en 

simulación fuera de línea, la señal Angle_REF puede ser 

obtenida de la velocidad angular de la fase A del voltaje 

de la barra de referencia (Barra del Generador SLACK), 

y en base a esta señal se calculan los ángulos del resto de 

PMUs presentes en el modelo de simulación. En este caso 

se obtienen son los fasores del sistema simulado. 

3.4 Modelo de PMU 

En la Fig. 9 se muestra el modelo de PMU 

implementado en HYPERSIM, con todas las 

consideraciones revisadas en secciones anteriores.  

 
Figura 9: Modelo de PMU Implementado en HYPERSIM. 

El modelo presentado puede tener como entrada la 

medición trifásica de voltaje o de corriente, y calculará el 

paquete de datos sincrofasoriales completo (magnitudes, 

ángulos, frecuencia y ROCOF) para la magnitud que 

tenga como entrada. 

De modo que se mejore la eficiencia computacional 

del modelo de PMU, considerando que en un entorno de 

simulación en tiempo real los recursos computacionales 

son clave para asegurar el correcto desempeño de la 

simulación, el modelo de la Fig. 8 es independiente al 

modelo de la Fig. 9. Con esto se consigue que la señal de 

referencia angular se calcule una sola vez, y dicha señal 

sea utilizada por todas las PMUs que se instalen en un 

mismo sistema a simular. 

Asimismo, otra optimización tiene lugar al considerar 

que para obtener los sincrofasores de voltaje y corriente, 

se necesitan 2 subsistemas de la Fig. 10, uno para cada 

magnitud, respectivamente. Sin embargo, el estándar 

C37.118.1 define que el valor de la frecuencia y el 

ROCOF se obtienen de las mediciones de voltaje, por lo 

cual, en el subsistema que calcule los sincrofasores de 

corriente se podría eliminar el PLL trifásico y el 

derivador, ya que dichas señales no serían utilizadas. 

Cada paquete de datos es calculado para todos los 

pasos de integración que se lleven a cabo, y el modelo de 

PMU funciona bajo una ventana móvil que avanza Ts en 

cada paso de integración.  

3.5 Interfaz de Entradas y Salidas 

La plataforma de simulación digital en tiempo de 

OPAL-RT real integrada en el software HYPERSIM 

hace posible integrar tanto la sincronización con una 

fuente de tiempo de alta precisión, así como poder 

realizar el intercambio de datos sincrofasoriales a través 

del estándar IEEE C37.118.2. 

3.5.1 Sincronización GPS 

En cuanto a sincronización con una fuente de tiempo 

de alta precisión, el simulador OP5033XG está equipado 

con una tarjeta Oregano syn1588, la cual permite la 

sincronización en tiempo a través de una señal IRIG-B 

obtenida de un reloj GPS, o a través de PTP. [20] En este 

caso la sincronización se realiza con el uso de una señal 

IRIG-B obtenida de un reloj GPS SEL-2488. 

HYPERSIM gestiona el proceso de sincronización, y 

entrega al entorno de simulación 7 señales de la fuente de 

sincronismo de alta precisión, ver Tabla 1. 

Tabla 1: Señales Sincronización en Tiempo [20] 
ID Señal Descripción 

1 
Time/ 

Seconds 

EPOCH, tiempo total en segundos desde 

el 1 de enero de 1970. 

2 
Time/ 

Nanoseconds 

Total de nanosegundos, en [ns], del 

segundo actual. 

3 
Shifted Time/ 

Seconds 

Similar a 1, considerando el desfase en 

segundos, si se ha definido alguno. 

4 
Shifted Time/ 

Nanoseconds 

Similar a 2, considerando el desfase en 

segundos, si se ha definido alguno. 

5 
Info/ 

PTP Synch State 

Estado de la sincronización. 

Sincronización exitosa si valor igual a 6. 

6 
Info/ 

PTP Slave Offset 

Solo se usado si la fuente de 

sincronismo es PTP. 

7 
Info/ 

Sync Accuracy 

Precisión de la configuración actual si la 

sincronización ha sido exitosa. 
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Las señales utilizadas para generar la señal de tiempo 

de la sinusoidal de referencia son el tiempo en segundos 

y nanosegundos. El tiempo en nanosegundos debe ser 

escalado correctamente, considerando que es entregado a 

la simulación en un rango de 0 a 109. 

3.5.2 Estándar IEEE C37.118.2 

La implementación del estándar IEEE C37.118.2 en 

la plataforma de OPAL-RT integrada en el software 

HYPERSIM permite el intercambio de datos entre PMUs 

y PDCs, ya que dispone de interfaces de maestro o 

servidor, y de esclavo o cliente. [20] 

De modo que el modelo de PMU envíe los datos 

estimados a un PDC, se requiere utilizar la interfaz de 

esclavo o cliente. Las configuraciones de red necesarias 

para esta interfaz son la ID de la PMU, el puerto TCP, y 

la dirección IP. El paquete de datos de la interfaz de 

cliente IEEE C37.118.2 está compuesto por las señales 

mostradas en la Tabla 2.  

Las señales de la estampa de tiempo y la calidad de 

tiempo son gestionadas por HYPERSIM al momento de 

incluir las señales de sincronización en la simulación.  

Tabla 2: Paquete de Datos Interfaz Esclavo IEEE C37.118.2 [20] 

Datos 
Sincrofasores 

de Voltaje 

Sincrofasores 

de Corriente 

Señales 

Analógicas 

Estampa de 

Tiempo 

Magnitud 

Fase A 

Magnitud 

Fase A 
*Opcional 

Calidad de 
Tiempo 

Ángulo  
Fase A 

Ángulo  
Fase A 

Señales 

Digitales 

Desviación 

de frecuencia 

Magnitud 

Fase B 

Magnitud 

Fase B 
*Opcional 

ROCOF 
Ángulo  
Fase B 

Ángulo  
Fase B 

 

 
Magnitud 

Fase C 

Magnitud 

Fase C 
 

 
Ángulo  
Fase C 

Ángulo  
Fase C 

 

Las señales de desviación de frecuencia, ROCOF, y 

sincrofasores de voltaje y corriente se obtienen del 

modelo de PMU. Estas señales deben considerar: 

•  La señal de desviación de frecuencia debe estar 

en miliHertz [mHz] y se obtiene de la diferencia 

entre la frecuencia calculada por el modelo de 

PMU y la frecuencia nominal del sistema. 

• La señal de ROCOF debe estar en Hertz por 

segundo [Hz/s]. 

• Las señales de los ángulos de los sincrofasores de 

voltaje y corriente deben estar en radianes.  

Adicionalmente se pueden incluir señales analógicas 

y digitales al paquete de datos, las cuales estarán 

asociadas a la estampa de tiempo del paquete de datos.  

En la interfaz de cliente C37.118.2 en HYPERSIM se 

puede ajustar la taza de datos a enviar al PDC, 

normalmente este valor se configura a 60 muestras por 

segundo en un sistema de 60 Hz. Considerando el paso 

de integración Ts, se determina que no todos los paquetes 

de datos generados por el modelo se enviarán a un PDC. 

4. RESULTADOS DEL MODELO DE PMU 

4.1 Rendimiento Computacional del Modelo 

El rendimiento computacional del modelo de pruebas 

se ha obtenido con la utilización del sistema de 9 Barras 

de los ejemplos de HYPERSIM. En este sistema se ha 

colocado una PMU en cada unidad de generación, en 

cada carga, y en un extremo de cada línea de transmisión. 

En total se ha implementado 12 PMUs en el sistema, de 

las cuales, las 3 de las unidades de generación reportan a 

un sistema WAMS de pruebas en tiempo real.  

Tabla 3: Resultados Rendimiento Computacional HYPERSIM 

Núcleo 

Promedio  

Ejecución 

[us] 

Promedio  

Uso [%] 

Tiempo 

Ejecución 

Max [us] 

Uso  

Max 

[%] 

Over 

runs 

1 0.99 1.98 1.75 3.5 0 

2 1.05 2.1 1.71 3.42 0 

3 25.42 50.84 27.54 55.08 0 

4 0.55 1.1 1.17 2.34 0 

5 1.15 2.3 1.91 3.82 0 

6 0.96 1.92 1.74 3.48 0 

Se ha configurado el sistema para 6 núcleos del 

simulador, en el núcleo 3 se ha asignado el sistema de 9 

barras y las 12 PMUs, los núcleos restantes manejan otros 

elementos del modelo, y las comunicaciones. Se ha 

registrado los datos en el monitor de actividad de 

HYPERSIM, y se han aplicado eventos a la simulación. 

Los resultados se presentan en la Tabla 3. 

Se puede observar que mientras el núcleo 3 usa un 

máximo de 55.08% de su capacidad los demás núcleos 

tienen un uso inferior al 5%. De acuerdo con la 

documentación de HYPERSIM [20], se recomienda que 

cada núcleo no supere el 50% de su capacidad para evitar 

overruns. De acuerdo con estos resultados, es posible 

configurar el sistema a simular para que nuevas PMUs se 

asignen a otros núcleos, de modo que se consiga 

aumentar el total de PMUs y la complejidad del sistema 

de potencia que se desee simular. 

4.2 Índices de Desempeño del Modelo 

Se utiliza el sistema IEEE de 9 barras en ePhasorsim y se 

aprovecha la integración de dicho paquete con 

HYPERSIM para calcular los valores de TVE de voltaje 

y corriente, FE y RFE en estado estacionario y frente a 

un paso de carga. De ePhasorsim se obtienen los fasores 

y frecuencia reales, y el ROCOF real se obtiene 

derivando la frecuencia real, y se comparan contra las 

estimaciones del modelo de PMU implementado. Los 

resultados se presentan en la Tabla 4. 

Tabla 4: Resultados Indicadores Desempeño Estándar C37.118.1 
  Valores Máximos 

  Estacionario Evento Paso 

TVE_V [%] 0.0234 0.2025 

TVE_I [%] 0.0234 1.0102 

FE [Hz] 0.0006 0.004 

RFE [Hz/s] 0.0193 0.1109 
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En la Fig. 10 se muestra evolución en el de los valores de 

TVE de voltaje y corriente, FE y RFE, para la ventana de 

tiempo de aplicación del evento paso. 

 

Figura 10: Evolución en el Tiempo de TVE, FE y RFE. 

Al considerar los límites de TVE, FE y RFE de [6] y [7], 

se observa que, al comparar la estimación de la PMU 

frente a los fasores reales, se cumple en estado 

estacionario los 4 indicadores. En estado dinámico se 

puede observar que el TVE del fasor de corriente supera 

ligeramente el límite de 1% en una sola muestra, la cual 

luego del evento se recupera a valores aceptables. 

4.3 Comparación con PMU Comercial 

Se utiliza el mismo sistema de potencia de la sección 

4.1, y se instala una PMU para monitoreo del generador 

1. Para comparar los resultados del modelo de PMU se 

ha configurado un entorno de simulación en tiempo real 

en el que los resultados del modelo de PMU se envían a 

un WAMS de prueba, y con Sampled Values del estándar 

61850 se envía datos a un IED SEL 421 configurado 

como PMU, el cual se monitorea en el mismo WAMS. 

Se ha realizado la validación del modelo de PMU 

considerando su desempeño dinámico frente a eventos de 

un sistema de potencia simulado en tiempo real, y 

contrastando los resultados de la estimación fasorial 

contra los datos de una PMU comercial. 

4.4 Evento 1: Desconexión y Conexión de Carga 

El primer evento que se ha aplicado en el sistema 

simulado consiste en la desconexión y posterior conexión 

de una carga adicional en la barra 8 del sistema IEEE de 

9 barras. Los resultados de la simulación en tiempo real 

del modelo de PMU, y de los datos sincrofasoriales del 

IED SEL 421, se presentan en la Fig. 11. 

  
Figura 11: Resultados Modelo de PMU y SEL 421 – Evento de 

Conexión y Desconexión de Carga. 

De los resultados obtenidos para este tipo de evento 

se puede observar que en la magnitud de voltaje existe 

una diferencia de aproximadamente 5 [V] entre los 

resultados del modelo de PMU y del IED SEL 421, 

variación mínima considerando que el nivel de voltaje del 

elemento monitoreado es de 13.8 [kV]. La mayor 

diferencia se presenta en el ROCOF y la potencia 

reactiva, principalmente durante los periodos tras la 

aplicación del evento. 

4.5 Evento 2: Cortocircuito Trifásico  

El segundo evento considerado es un cortocircuito 

aplicado en la barra 8 del sistema IEEE de 9 barras. Se ha 

considerado un cortocircuito trifásico con una duración 

de 20 [ms], periodo tras el cual se despeja la falla. Este 

evento se ha elegido considerando la naturaleza y de 

mayor afectación sobre las variables eléctricas del 

sistema, con el fin de determinar el desempeño del 

modelo de PMU frente a la estimación sincrofasorial de 

un equipo de protección como es el IED SEL 421. Los 

resultados de este evento se presentan en la Fig. 12. 

Se observa que la magnitud de corriente, la 

frecuencia, las potencias activa y reactiva, y 

principalmente el ROCOF, presentan variaciones entre el 

modelo de PMU y el IED SEL 421 en el periodo de 

tiempo que el cortocircuito está presente. Una vez este se 

despeja, los resultados del modelo de PMU vuelven a 

estar cercanos a los valores del IED SEL 421.  

En la Tabla 5 se presenta el error calculado entre las 

magnitudes y ángulos de voltajes y corrientes, y la 

frecuencia del modelo de PMU contra el IED comercial 

para los eventos de paso de carga y cortocircuito, y para 

estado estacionario. Como referencia se toma los valores 

del IED SEL 421.  

Tabla 5: Resultados Rendimiento Computacional HYPERSIM 
  Error Max [%] 

  Estacionario Paso Cortocircuito 

Vmag 0.0418 0.0997 0.6239 

Vang 1.8044 2.3912 4.3211 

Imag 0.0493 0.7917 2.1323 

Iang 1.8645 2.7704 4.8674 

Freq 0.0014 0.0730 0.272 

Se debe considerar que la señal de la frecuencia es 

relativamente similar entre el modelo de PMU y el IED, 

pero el ROCOF presenta una variación notable. En este 

caso es importante tener en cuenta que, como se explica 

en [10], los IED de protección suelen tener funciones 

específicas enfocadas a los esquemas de control y 

protección de este tipo de equipos. 
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Figura 12: Resultados Modelo de PMU y SEL 421 – Evento de 

Cortocircuito Trifásico. 

5. CONCLUSIONES Y RECOMENDACIONES 

Se ha implementado un modelo de unidad de 

medición fasorial (PMU) con los elementos de la librería 

nativa de HYPERSIM. La estimación de los 

sincrofasores de voltaje y corriente se ha conseguido con 

el cálculo del valor eficaz (RMS) en una ventana de 

tiempo móvil para la obtención de las magnitudes, y con 

el uso de controles PLL (Phase-Locked Loop) para la 

obtención de la frecuencia, ROCOF, y desfase angular de 

los sincrofasores, considerando los lineamientos de los 

estándares IEEE C37.118.1 y C37.118.2.  

Se verifica que el modelo de PMU cumple con los 

requisitos de los estándares IEEE C37.118.1 y IEEE 

C37.118.1a, en estado estacionario. Para eventos de paso 

de carga el TVE de voltaje, FE y RFE cumplen con los 

límites de los estándares, y el TVE de corriente puede 

presentar incumplimientos por pocas muestras luego de 

la aplicación de este tipo de evento.  

Se ha considerado que el modelo de PMU 

implementado pueda ser optimizado en cuanto a recursos 

computacionales, de modo que este pueda ser utilizado 

en aplicaciones de simulación digital en tiempo real de 

sistemas de potencia en donde se requiera un número 

elevado de PMUs para el monitoreo de elementos de un 

sistema simulado.  

El modelo de PMU descrito puede ser utilizado para 

el monitoreo de los sincrofasores de un sistema simulado 

en tiempo real, así como para el monitoreo de los fasores 

de un sistema simulado fuera de línea.  

Finalmente, Se recomienda mejorar el algoritmo 

correspondiente al cálculo del ROCOF, en casos donde 

se requiera este valor para la implementación de 

esquemas de control y protección, principalmente 

considerando la ventana de tiempo sobre la que esta señal 

se calcula. Alternativas para mejorar el cálculo del 

ROCOF y que este se asemeje a la estimación de un IED 

de protección y control, pueden considerar la utilización 

de otros métodos matemáticos, como DFT ampliada o 

Taylor-Fourir, o calcular el ROCOF para una ventana de 

tiempo mayor a la ventana de 16.666 [ms] utilizada. 
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Abstract 

 

Nowadays, properly modeling loads and how their 

parameters change over time is a fundamental topic. 

One approach, which is currently trending, is to estimate 

load models using Phasor Measurement Unit (PMU) 

data. However, noise from the measurements 

themselves plays a key role, as it has a significant and 

negative impact on the accuracy achieved. Since the 

literature does not study filtering techniques in load 

modeling in depth, this research evaluates different data 

filtering and smoothing techniques in the parametric 

estimation of the ZIP load model and determines the 

best one, as well as the optimal value of its design 

parameter. The results show that the Savitzky-Golay 

technique with a third-degree polynomial and a window 

width of 35 samples performs best, so its use is 

recommended in the parametric estimation of the ZIP 

load model with ambient PMU data. 

 

Resumen 

 

Hoy en día modelar adecuadamente las cargas y cómo 

sus parámetros varían con el tiempo es un tema 

fundamental. Para esto, una solución, que es una 

tendencia actual, es estimar los modelos de carga con 

datos tipo ambiente de Unidades de Medición Fasorial 

(PMU), sin embargo, el ruido de las propias mediciones 

juega un papel fundamental ya que tiene un impacto 

significativo y negativo en la precisión alcanzada. Dado 

que en la literatura los trabajos no estudian a 

profundidad las técnicas de filtrado en el modelamiento 

de carga, en este trabajo se evalúan diferentes técnicas 

de filtrado y suavizado de datos en la estimación 

paramétrica del modelo de carga ZIP y, se determina la 

mejor, junto con el valor óptimo de su parámetro de 

diseño. Como resultado se obtiene que la técnica 

Savitzky – Golay con polinomio de grado 3 y un ancho 

de ventana de 35 muestras es la que mejor desempeño 

alcanza, por lo que se recomienda su utilización en la 

estimación paramétrica del modelo de carga ZIP con 

datos tipo ambiente de PMU. 

Index terms—Ambient PMU Data, Load Modeling, 

Parametric Estimation, Smoothing Techniques, ZIP 

Load Model. 

Palabras clave— Datos Tipo Ambiente de PMU, 

Modelamiento de Carga, Estimación Paramétrica, 

Técnicas de Suavizado de Datos, ZIP. 
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1. INTRODUCCIÓN 

Hoy en día, para el análisis y simulación de los 

estudios que se realizan a los sistemas eléctricos de 

potencia es fundamental representar adecuadamente a las 

cargas mediante el modelo correcto, además de conocer 

cómo los parámetros de dicho modelo varían con el 

tiempo [1], [2]. En este punto es importante notar que, a 

diferencia de los parámetros de los modelos por ejemplo 

de una línea de transmisión que no varían con el tiempo, 

los modelos de la carga se encuentran en constante 

cambio. Es justamente por esta razón que la carga es 

sumamente desafiante de simular [3] . 

Como solución a lo anterior, una tendencia actual es 

utilizar las mediciones sincrofasoriales provenientes de 

Unidades de Medición Fasorial (PMU) para estimar 

continuamente los modelos de las cargas [4]. Las PMU 

forman parte de los sistemas WAMS (Wide Area 

Measurement System) y tienen como una de sus 

principales ventajas que reportan hasta 50 o 60 fasores 

por segundo (FPS, frames per second) [5], lo cual 

permite capturar la dinámica de los sistemas y, por ende, 

de las cargas. 

Las mediciones provenientes de PMU se clasifican de 

manera general en tipo ambiente y tipo RingDown. Datos 

tipo ambiente se refiere a las mediciones obtenidas 

cuando el sistema se encuentra en condiciones normales 

de funcionamiento, es decir, con variaciones de pequeña 

magnitud que son propias de la operación normal. Por el 

contrario, datos tipo RingDown se refiere a las 

mediciones realizadas cuando el sistema se encuentra 

sometido a un evento, contingencia o perturbación 

mayor, es decir, son mediciones con grandes variaciones, 

generalmente mayores a 0.03 pu en la tensión [6].  

En los sistemas eléctricos de potencia la mayor 

cantidad de tiempo se cuenta con datos tipo ambiente, 

pues los sistemas se encuentran pocas veces sometidos a 

contingencias, fallas o perturbaciones mayores [6]. Es 

por esta razón que es una tendencia actual estimar los 

parámetros de los modelos de carga con datos tipo 

ambiente [3], [4], sin embargo, se presentan tres 

principales desafíos. El primero debido a que los datos 

tipo ambiente contienen pequeñas variaciones, lo que 

resulta en dificultades para estimar con suficiente 

precisión los parámetros de los modelos, ya que estos 

parámetros relacionan las variaciones de la carga 

(potencia) con la tensión y/o con la frecuencia [3]. El 

segundo desafío se relaciona con el ruido que contienen 

los datos de las PMU ya que, al utilizar datos tipo 

ambiente (con pequeñas variaciones), el ruido representa 

una proporción significativa con respecto a la magnitud 

de la variación de este tipo de mediciones [7], [8]. Y el 

tercero, debido a que el ruido tiene un impacto 

significativo y negativo en la precisión alcanzada al 

estimar los parámetros de los modelos carga [6], [8]. 

Con base en lo anterior, el filtrado de señales, para 

reducir la magnitud del ruido de las mediciones utilizadas 

en los procesos de identificación paramétrica de los 

modelos de carga, pasa a tomar un papel fundamental. A 

pesar de esto, en la literatura se ha abordado 

superficialmente esta temática, donde un análisis del 

estado del arte se presenta a continuación.  

En [9] y [10] se menciona a las técnicas media – 

móvil (MA), Savitzky – Golay (SG), Butterworth (BW) 

y FFT (transformada rápida de Fourier) enfocada a la 

eliminación de frecuencias altas, como técnicas que 

pueden ser utilizadas en el modelamiento de carga, sin 

embargo, no se las analiza a profundidad. Algo similar 

sucede en [11], [12] y [13] donde se utilizan filtros pasa 

bajos y FIR (Finite Impulse Response) con frecuencias 

de corte entre 0.2 y 2 Hz. 

En [14], [15] y [16] se comparan varias técnicas de 

filtrado entre las cuales se encuentran Savitzky – Golay 

(SG), media – móvil (MA), regresión local robusta 

(RLR), FIR pasa bajos y Butterworth (BW). Los anchos 

de ventana utilizados como parámetros de diseño para las 

técnicas de suavizado de datos son 119, 61, 35, 25 y 8 

muestras. La frecuencia de corte, utilizada para los filtros 

pasa bajos, es 15 Hz. En [15] se recomienda FIR, 

mientras que en [16] Savitzky – Golay (SG). La 

comparación se realiza de manera visual al evaluar: la 

eficiencia en remover ruido, la preservación de la 

dinámica de la señal original (nitidez) y la calidad en los 

puntos iniciales y finales de la señal filtrada. 

En función de lo precitado, como conclusiones del 

análisis del estado del arte se tienen las siguientes: 

ninguno de estos trabajos analiza a profundidad el 

impacto de las técnicas de filtrado en el modelamiento de 

carga; no se encuentra algún trabajo que compare y 

determine la mejor técnica de filtrado en el modelamiento 

de carga con datos tipo ambiente de PMU, y; ningún 

trabajo determina el mejor parámetro de diseño (ej. ancho 

de ventana) para ser utilizado con datos tipo ambiente en 

el modelamiento de carga. 

Con base en lo anterior, es objeto de este trabajo 

evaluar diferentes técnicas de filtrado utilizadas en el 

modelamiento de carga, establecer la más adecuada para 

esta aplicación, y determinar el mejor valor para el 

parámetro de diseño correspondiente, todo esto con el fin 

de utilizar datos tipo ambiente en el modelamiento de 

carga y, específicamente en este trabajo, para la 

estimación paramétrica del modelo de carga ZIP. 

Para cumplir con los objetivos precitados, este trabajo 

se organiza de la siguiente manera: en la segunda sección 

se describe el marco teórico; en la tercera sección se 

presenta la metodología utilizada para evaluar diferentes 

técnicas de filtrado y suavizado de datos en el 

modelamiento de carga, además de elegir a la mejor y su 

parámetro óptimo de diseño; en la cuarta sección se 

obtienen los resultados y; en la quinta sección se 

presentan las conclusiones de este trabajo. 
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2. MARCO TEÓRICO 

2.1  Relación Señal - Ruido (SNR) 

La manera de cuantificar el ruido de una señal es a 

través de la relación señal-ruido (SNR, signal-to-noise 

ratio) y generalmente se la expresa en decibeles. La SNR 

se define en la ecuación (1), donde A denota el valor 

RMS (raíz de la media cuadrática) de dicha señal. 

𝑺𝑵𝑹𝒅𝒃 = 𝟐𝟎𝒍𝒐𝒈𝟏𝟎 (
𝑨𝒔𝒆ñ𝒂𝒍
𝑨𝒓𝒖𝒊𝒅𝒐

) (1) 

2.2 Técnicas de Filtrado y Suavizado de Datos 

El filtrado y suavizado de datos tiene como objetivo 

reducir el ruido, remover irregularidades y eliminar 

comportamientos no deseados. En la literatura existe una 

gran cantidad de técnicas de filtrado y suavizado de 

datos.  

Una de las técnicas de filtrado de datos que se utiliza 

en el modelamiento de carga es el filtro pasa bajos, donde 

el parámetro de diseño de este filtro es la frecuencia de 

corte.  

Por otro lado, entre las técnicas de suavizado de datos 

se encuentran: media – móvil (MA), mediana – móvil, 

regresión lineal local, regresión lineal local robusta, 

regresión cuadrática local, regresión cuadrática local 

robusta y Savitzky – Golay (SG). El común denominador 

de estas técnicas es que su parámetro de diseño es el 

ancho de una ventana móvil sobre la cual, por ejemplo, 

para la técnica MA, se calcula la media. Adicional a lo 

anterior, la técnica SG tiene un segundo parámetro de 

diseño que es el grado del polinomio para realizar una 

regresión sobre dicha ventana móvil.  

Dado que las técnicas de filtrado y suavizado de datos 

se encuentran ampliamente documentadas en la literatura 

e implementadas en programas comerciales y de uso 

libre, no se las aborda a detalle en este trabajo. Para más 

información se recomienda consultar [17], [18]. 

2.3 Modelo de Carga ZIP 

El modelo de carga que se ha seleccionado en este 

trabajo para evaluar las diferentes técnicas de filtrado y 

suavizado de datos es el modelo ZIP. Este modelo es la 

combinación de tres tipos de cargas: impedancia 

constante (Z), corriente constante (I) y potencia constante 

(P), tal como se indica en las siguientes ecuaciones: 

𝑷 = 𝑷𝟎 [𝒑𝟏 (
𝑽

𝑽𝟎
)
𝟐

+ 𝒑𝟐 (
𝑽

𝑽𝟎
) + 𝒑𝟑] (2) 

𝑸 = 𝑸𝟎 [𝒒𝟏 (
𝑽

𝑽𝟎
)
𝟐

+ 𝒒𝟐 (
𝑽

𝑽𝟎
) + 𝒒𝟑] (3) 

Donde: 𝑉0 es la tensión nominal de la barra; 𝑉 es la 

tensión actual de la barra; 𝑃 es la potencia activa 

consumida por la carga; 𝑃0 es la potencia activa 

consumida por la carga a tensión nominal 𝑉0; 𝑝1, 𝑝2 y 𝑝3 

son parámetros que definen la proporción de cada 

componente Z, I o P. Estos parámetros tienen un rango 

entre cero y uno y deben sumar uno. Igual lógica para (3), 

donde 𝑄 hace referencia a la potencia reactiva. 

2.4 Identificación Paramétrica del Modelo ZIP 

La identificación paramétrica es un proceso que 

permite determinar el valor de los parámetros de los 

modelos de carga de tal manera que, al ajustar dichos 

parámetros, los modelos de carga reproduzcan fielmente 

el comportamiento real de las cargas.  

El proceso de identificación paramétrica para el 

modelo ZIP, con datos de PMU, se detalla en [6] y se 

reproduce parcialmente a continuación. 

El proceso empieza con la disponibilidad de 

mediciones de tensión (𝑉𝑚𝑒𝑑), potencia activa (𝑃𝑚𝑒𝑑) y 

reactiva (𝑄𝑚𝑒𝑑) provenientes de una PMU. 𝑉𝑚𝑒𝑑  es 𝑉 en 

(2) y (3). 

El objetivo es determinar los parámetros 𝑝1, 𝑝2 y 𝑝3 

de (2) mediante la minimización de la función objetivo 

(FO) que se observa en (4), sujeta a las restricciones de 

igualdad (5) y a los límites superior e inferior de (6). La 

potencia reactiva se trata por separado al minimizar una 

FO similar a (4) y con restricciones análogas a (5) y (6). 

𝒎𝒊𝒏 |∑(𝑷𝒊 − 𝑷𝒎𝒆𝒅𝒊)
𝟐

𝒏

𝒊=𝟏

| 
(4) 

 

  

𝒑𝟏 + 𝒑𝟐 + 𝒑𝟑 = 𝟏 (5) 

 

𝟎 ≤ 𝒑𝟏 ≤ 𝟏
𝟎 ≤ 𝒑𝟐 ≤ 𝟏
𝟎 ≤ 𝒑𝟑 ≤ 𝟏

 (6) 

  

3. METODOLOGÍA 

La metodología para investigar las técnicas de filtrado y 

suavizado de datos (utilizadas y recomendadas en la 

literatura para el modelamiento de carga) en la 

identificación paramétrica del modelo de carga ZIP se 

sintetiza en el diagrama de flujo de la Figura 1. 

Cada una de las etapas mostradas en esta figura se 

detallan a continuación: 

3.1 Sistema de Prueba 

El primer paso para evaluar las técnicas de filtrado y 

suavizado de datos es generar mediciones 

sincrofasoriales sintéticas mediante la simulación de un 

sistema de prueba. 

Los objetivos de estas mediciones son dos. Evaluar 

las técnicas de filtrado y suavizado de datos desde el 

punto de vista de su capacidad para retirar ruido y, 

evaluar estas técnicas directamente en el modelamiento 

de carga; esto último implica que las mediciones 
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sintéticas deben obtenerse de barras de carga del sistema 

de prueba. Para esto se debe seguir el siguiente proceso: 

• Al sistema de prueba seleccionado se lo configura 

de tal manera que las cargas tengan un 

comportamiento de acuerdo con el modelo de 

carga ZIP.  

• A continuación, se genera una gran cantidad de 

escenarios de operación donde: varie la demanda 

de las cargas en función de diferentes curvas de 

demanda y; varien los parámetros del modelo de 

carga ZIP de cada carga del sistema de prueba, de 

acuerdo con los valores recomendados en la 

literatura. Una vez realizado esto, se ejecuta un 

flujo óptimo de potencia para obtener el despacho 

de cada generador.  

• Mediante Montecarlo se asignan contingencias, 

variaciones, fallas, entre otros, en los diferentes 

componentes que conforman el sistema de prueba. 

• Posteriormente, para cada uno de estos escenarios, 

se realizan simulaciones en el dominio fasorial 

(RMS) y se almacenan los resultados de tensión, 

potencia activa y potencia reactiva, de cada una de 

las barras de carga de dicho sistema. Las 

características para el almacenamiento de estas 

mediciones sintéticas deben ser similares a las de 

una PMU real, es decir, 50 o 60 fasores por 

segundo (FPS, frames per second). 

• Una vez realizado lo anterior, y con el objeto de 

que las mediciones sintéticas sean idénticas a las 

reales, es necesario añadirles ruido. Para esto se 

añade ruido blanco gaussiano con los valores de 

SNR en decibelios que se detallan en (7) [8], y 

donde V, P y Q representan la tensión, potencia 

activa y potencia reactiva, respectivamente. 

𝑺𝑵𝑹(𝑽 𝑷 𝑸) = (𝟕𝟑 𝟔𝟓 𝟒𝟗)𝒅𝑩 (7) 

Adición de Ruido

Comparación de Técnicas de 
Filtrado y Suavizado de Datos

Determinación del valor del 
parámetro de diseño óptimo

Generación de Mediciones 
Sincrofasoriales Sintéticas 

Comparación en la Estimación 
Paramétrica del Modelo de Carga ZIP

 

Figura 1: Diagrama de Flujo de la Metodología para Evaluar 

Algoritmos de Filtrado y Suavizado de Datos en la Estimación 

Paramétrica del Modelo de Carga ZIP. 

3.2 Comparación de Técnicas de Filtrado y 

Suavizado de Datos en la Reducción de Ruido 

En esta sección se tiene como objetivo comparar el 

desempeño de las técnicas de filtrado y suavizado de 

datos que se utilizan o mencionan en la literatura para el 

modelamiento de carga. El análisis del estado del arte se 

realizó en la primera sección de este trabajo, donde se 

observó que las técnicas a comparar son: filtro pasa bajos, 

Savitzky – Golay (SG), media – móvil (MA), mediana – 

móvil, regresión lineal local (LOWESS), regresión lineal 

local robusta (RLOWESS), regresión cuadrática local 

(LOESS) y regresión cuadrática local robusta 

(RLOESS). 

En cuanto a los parámetros de diseño, para el filtro 

pasa bajos, se elige los recomendados en la literatura, es 

decir, 0.2, 2 y 15 Hz, como frecuencias de corte [11], 

[12], [13], [15]. Para las técnicas de suavizado de datos 

se eligen de igual manera los anchos de ventana 

utilizados en la literatura, 119, 61, 35, 25 y 8 muestras 

[14], [15]. Para el caso particular de la técnica Savitzky – 

Golay (SG) se elige, para el orden del polinomio para la 

regresión, valores de 2 y 3, de acuerdo con [14], [15]. 

Finalmente, la manera para comparar el desempeño 

de las técnicas de filtrado y suavizado de datos es 

mediante la relación señal-ruido (SNR), donde el ruido 

se refiere al ruido remanente, es decir, se calcula entre la 

señal filtrada y la señal original sin ruido. De esta forma, 

valores más elevados de SNR indican un mejor 

desempeño, lo que resulta en que dicha técnica retira una 

mayor cantidad de ruido. En este punto es importante 

mencionar que la comparación que aquí se realiza es a 

nivel de laboratorio, utilizando mediciones sintéticas 

obtenidas por simulación del sistema de prueba, donde se 

cuenta con señales sin ruido, que en la práctica no se 

dispondría.  

El objetivo final de esta comparación es determinar la 

o las mejores técnicas de filtrado para datos tipo ambiente 

de PMU, además de detectar rangos iniciales óptimos 

para los parámetros de diseño.  

3.3 Determinación del Valor del Parámetro de 

Diseño Óptimo 

En esta sección se tiene como objetivo determinar el 

valor óptimo del parámetro de diseño de la o las mejores 

técnicas de filtrado y suavizado de datos que fueron 

determinadas en la sección anterior para retirar ruido en 

señales tipo ambiente provenientes de PMU.  

 Para esto, se calcula el SNR para diferentes valores 

del parámetro de diseño. El rango referencial para estos 

valores se obtiene de la sección anterior. 

3.4 Comparación en el Modelamiento de Carga 

En esta sección se tiene como objetivo comparar la 

mejor técnica de filtrado, junto con su valor óptimo, 

determinados en las dos secciones anteriores, frente a las 

técnicas de filtrado recomendadas en la literatura. La 
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diferencia con respecto a las secciones anteriores es que 

la comparación se realiza al evaluar la precisión 

alcanzada al estimar los parámetros del modelo de carga 

ZIP de las barras de carga del sistema de prueba. 

Las técnicas de filtrado recomendadas en la literatura 

se indicaron en el análisis del estado del arte realizado en 

la primera sección de este trabajo. De estas se eligen las 

que mejores resultados alcancen de las dos anteriores 

secciones, con valores para los parámetros de diseño de 

acuerdo con los recomendados en la literatura. 

Para esto se utiliza el proceso de identificación 

paramétrica que se detalla en la sección 2.4, con los datos 

sintéticos de PMU que se obtienen del sistema de prueba, 

y con todos los escenarios de operación. 

El indicador utilizado para la comparación de los 

parámetros estimados del modelo de carga ZIP es el Error 

en la Estimación de Parámetros (EEP) que se define en 

[6] y que se reproduce a continuación. 

El EEP es un indicador que cuantifica el error 

alcanzado al estimar los parámetros 𝑝1, 𝑝2, 𝑝3 o 𝑞1, 𝑞2, 

𝑞3 de (2) y (3). El EEP se calcula por medio de (8) y 

representa la distancia tridimensional entre los 

parámetros reales (subíndice r) y estimados (subíndice e). 

Se utiliza una ecuación análoga a (8) para Q [6]. 

 

𝑬𝑬𝑷 = √(𝒑𝟏𝒓 − 𝒑𝟏𝒆)
𝟐 + (𝒑𝟐𝒓 − 𝒑𝟐𝒆)

𝟐 + (𝒑𝟑𝒓 − 𝒑𝟑𝒆)
𝟐 (8) 

 

Se recomienda comparar el EEP de cada técnica de 

filtrado por magnitud de variación de tensión (ΔV). 

4. RESULTADOS 

4.1 Sistema de Prueba 

El sistema de prueba elegido para este trabajo es el 

IEEE de 39 barras que se encuentra implementado en el 

software de simulación PowerFactory. Este sistema 

consta de 19 cargas que han sido modificadas para que se 

comporten bajo el modelo de carga ZIP.  

Por otro lado, con programación DPL (lenguaje de 

programación DIgSILENT) se han generado 11 mil 

diferentes escenarios de operación, en donde los 

parámetros (𝑝1, 𝑝2, 𝑝3 y 𝑞1, 𝑞2, 𝑞3) de los modelos ZIP 

de cada una de las 19 cargas y en cada uno de los 

escenarios son generados aleatoriamente de acuerdo con 

los valores recomendados en [19], [20]. La cantidad de 

escenarios ha sido seleccionada en función de lo 

recomendado en tesis doctorales y artículos científicos 

como [6], [8] y [21]. 

De forma similar, la demanda de cada uno de los 11 

mil escenarios y para cada una de las 19 cargas se asigna 

de acuerdo con tres curvas de demanda, residencial, 

comercial e industrial, donde se selecciona 

aleatoriamente una hora del día, se obtiene el valor de 

demanda a esa hora de una de las tres curvas, se ejecuta 

un flujo óptimo de potencia y, se obtiene como resultado 

la potencia de generación de todos los generadores del 

sistema IEEE 39.  

Una vez realizado lo anterior, a cada uno de los 11 

mil escenarios se le asigna, de forma aleatoria, una de las 

siguientes contingencias: cambio repentino de la carga, 

con magnitud de cambio generada de manera aleatoria; 

salida de un generador, el cual se selecciona de forma 

aleatoria; cortocircuito, donde la línea de transmisión y la 

ubicación de la falla también se determinan de manera 

aleatoria. 

A continuación, para cada uno de los escenarios se 

realizan simulaciones dinámicas del tipo fasorial (RMS), 

con una duración de 10 segundos. La tensión, potencia 

activa y potencia reactiva, de cada una de las 19 barras 

de carga del sistema IEEE 39, se exportan y almacenan 

en archivos de texto, con una tasa de muestreo de 60 FPS, 

de manera que sean similares a las de una PMU. Es 

importante indicar que se almacenan solamente las 

simulaciones correspondientes a datos tipo ambiente, es 

decir, aquellas simulaciones que resulten en variaciones 

de tensión inferiores o iguales a 0.03 pu (ΔV ≤ 0.03 pu). 

En la Figura 2 se presenta la cantidad de registros 

(cantidad de mediciones, que incluye tensión, potencia 

activa y reactiva) que se obtienen, clasificados por 

magnitud de variación de tensión (ΔV) y cada 0.001 pu. 

El valor mínimo de registros se da para ΔV entre 0.029 y 

0.03 pu, y es de 339 escenarios, por lo que, para no 

obtener posteriormente resultados sesgados, se limita la 

cantidad de registros por cada ΔV a 339, es decir, cada 

una de las barras de la Figura 2 se limitan a 339. De este 

modo se tienen 29𝑥339 = 9831 registros de PMU. 

Finalmente, a estas mediciones se les agrega ruido 

blanco Gaussiano con los valores de SNR indicados en 

(7). 

 

Figura 2: Cantidad de Escenarios por Magnitud de Variación de 

Tensión. 
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Tabla 1: SNR (dB) de Diferentes Técnicas de Filtrado y Suavizado de Datos. 

Técnica de filtrado 
Ancho de la ventana móvil  

(número de muestras) 
 V   P   Q   Promedio 

Filtro pasa bajos 0.2 Hz      26.3     26.3     26.3              26.3  

Filtro pasa bajos 2 Hz 
 

   28.7     28.7     28.7              28.7  

Filtro pasa bajos 15 Hz      36.5     36.5     36.3              36.4  

SG 2 8    78.5     70.5     54.5              67.9  

SG 3 8    78.0     70.0     54.0              67.3  

Media móvil 8    78.9     72.6     58.0              69.8  

Mediana móvil 8    77.9     71.3     56.7              68.6  

LOWESS 8    80.3     72.4     56.5              69.8  

LOESS 8    77.5     69.5     53.5              66.8  

RLOWESS 8    79.9     72.1     56.2              69.4  

RLOESS 8    76.6     68.7     52.7              66.0  

SG 2 25    82.4     75.0     59.4              72.3  

SG 3 25    83.0     75.2     59.3              72.5  

Media móvil 25    73.5     69.6     61.4              68.1  

Mediana móvil 25    74.7     70.0     60.0              68.2  

LOWESS 25    79.5     73.9     61.0              71.5  

LOESS 25    82.0     74.2     58.3              71.5  

RLOWESS 25    77.9     72.8     60.8              70.5  

RLOESS 25    81.5     73.8     57.9              71.1  

SG 2 35    81.1     74.8     60.8              72.2  

SG 3 35    82.8     75.8     60.7              73.1  

Media móvil 35    69.4     66.1     60.8              65.4  

Mediana móvil 35    71.3     67.3     59.9              66.2  

LOWESS 35    76.6     72.0     61.8              70.1  

LOESS 35    82.3     75.1     59.8              72.4  

RLOWESS 35    74.3     70.2     61.5              68.7  

RLOESS 35    80.7     74.3     59.5              71.5  

SG 2 61    74.7     70.3     61.5              68.8  

SG 3 61    77.7     72.7     62.0              70.8  

Media móvil 61    62.7     59.9     57.8              60.2  

Mediana móvil 61    64.4     61.2     57.6              61.1  

LOWESS 61    69.8     66.5     61.2              65.8  

LOESS 61    78.1     72.9     61.6              70.9  

RLOWESS 61    66.6     63.8     60.5              63.6  

RLOESS 61    74.5     70.4     61.2              68.7  

SG 2 119    65.0     62.0     58.8              61.9  

SG 3 119    67.5     64.3     59.8              63.8  

Media móvil 119    57.1     54.3     53.8              55.1  

Mediana móvil 119    57.8     54.9     53.9              55.5  

LOWESS 119    61.4     58.5     57.0              59.0  

LOESS 119    69.1     65.8     60.5              65.1  

RLOWESS 119    58.6     56.1     56.3              57.0  

RLOESS 119    64.4     62.5     59.7              62.2  
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4.2 Comparación de Técnicas de Filtrado y 

Suavizado de Datos en la Reducción de Ruido 

En esta sección se presentan los resultados de 

comparar el desempeño de diferentes técnicas de filtrado 

y suavizado para retirar ruido, de acuerdo con la 

metodología presentada en la sección 3.2. Para esto se ha 

utilizado el programa MATLAB, y se han utilizado los 

comandos para filtrado smoothdata y lowpass, los cuales 

pueden ser consultados en la sección de ayuda de este 

programa.  

En la Tabla 1 se presenta el SNR de cada una de estas 

técnicas, y para diferentes valores del o los parámetros de 

diseño. SG 2 se refiere a Savitzky – Golay con polinomio 

de grado 2, mientras SG 3 con polinomio de grado 3. 

Adicionalmente, en la Tabla 1 se presentan 4 columnas, 

para los SNR de la tensión (V), potencia activa (P), 

potencia reactiva (Q) y, el promedio de estas tres. Con la 

finalidad de obtener fácilmente conclusiones, cada una de 

las columnas de la Tabla 1 se encuentran resaltadas con 

colores del verde al rojo, donde verde indica valores más 

altos de SNR y, por lo tanto, mejor desempeño en la 

reducción de ruido.  

Al analizar la Tabla 1 se concluye lo siguiente:  

• Los filtros pasa - bajos son los que peor 

desempeño alcanzan. 

• Los valores más altos de SNR se presentan para 

anchos de ventana (parámetro de diseño) de 25 y 

35 muestras. 

• Las técnicas de filtrado que presentan los valores 

más altos de SNR para diferentes anchos de 

ventana son SG 3 (Savitzky – Golay con 

polinomio de grado 3) y regresión cuadrática local 

(LOESS). 

4.3 Determinación del Valor del Parámetro de 

Diseño Óptimo 

En la sección anterior se determinó que las mejores 

técnicas para retirar el ruido de señales tipo ambiente de 

PMU son: SG 3 (Savitzky – Golay con polinomio de 

grado 3) y regresión cuadrática local (LOESS). Además, 

se estimó que el ancho de ventana óptimo debe estar 

cercano a 25 o 35 muestras. 

A partir de lo anterior, el objetivo de esta sección es 

determinar el valor óptimo del ancho de ventana, para lo 

cual se calcula el SNR de las técnicas SG 3 y LOESS, 

para anchos de ventana desde 15 hasta 40 muestras, para 

las señales de tensión, potencia activa y potencia reactiva, 

y el promedio de estos tres valores para cada ancho de 

ventana. A partir de esto, se elige el ancho de ventana que 

alcance el valor más alto de SNR. Esto se presenta en la 

Tabla 2. 

 

 

Tabla 2: SNR (dB) y Ancho de Ventana Óptimo para las Técnicas 

SG 3 y LOESS. 

 

 SNR 

(dB)  

 Ancho de ventana óptimo 

(cantidad de muestras)  

 SG3 73.1 35 

 LOESS 72.5 38 

 

Al analizar la Tabla se concluye lo siguiente:  

• La técnica Savitzky – Golay con polinomio de 

grado 3 (SG 3) alcanza un valor ligeramente más 

alto de SNR, lo que quiere decir que es la mejor 

técnica para retirar ruido de señales tipo ambiente 

de PMU. 

• El valor óptimo para el parámetro de diseño de SG 

3 es un ancho de ventana de 35 muestras. 

Por otro lado, para analizar la sensibilidad del ancho 

de la ventana móvil es necesario observar los valores de 

SNR de la Tabla 1 para Savitzky – Golay con polinomio 

de grado 3 (SG 3). Por ejemplo, para un ancho de ventana 

de 8 muestras se tiene, en promedio, un SNR de 67.3 dB, 

para 25 muestras un SNR de 72.5 dB, para 35 muestras 

de 73.1 dB, y para 61 muestras un SNR de 70.8 dB. 

Claramente se observa que 35 muestras es el valor más 

adecuado para esta aplicación. 

4.4 Comparación en el Modelamiento de Carga 

En la anterior sección se determinó que la mejor 

técnica para filtrar datos tipo ambiente de PMU es 

Savitzky – Golay con polinomio de grado 3 (SG 3) y con 

un ancho de ventana de 35 muestras. En esta sección se 

compara su desempeño en la estimación paramétrica del 

modelo de carga ZIP, frente a las técnicas Savitzky – 

Golay con polinomio de grado 2 (SG 2), regresión lineal 

local (LOWESS) y regresión cuadrática local (LOESS), 

las tres con ancho de ventana de 38 muestras, de acuerdo 

con los mejores resultados observados en la Tabla 1 y 

Tabla 2, y de acuerdo con el análisis del estado del arte 

presentado en la primera sección de este trabajo. 

En función de lo anterior, en la Figura 3 se presenta 

el EEP (Error en la Estimación de Parámetros) de las 

cuatro técnicas de filtrado precitadas, clasificado por 

magnitud de variación de tensión (ΔV). Se presenta la 

media del EEP, dado que se tienen 339 escenarios por 

cada 0.001 pu de ΔV, tal como se indicó en el sistema de 

prueba detallado en la sección 4.1. Adicionalmente, se 

presenta la media del EEP ya que es el parámetro que 

mejor permite analizar la exactitud alcanzada; la 

desviación estándar o los percentiles aportan información 

similar y por esta razón no se los presenta.  
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Figura 3: EEP por Magnitud de Variación de Tensión. 

Al analizar la Figura 3 se obtienen las siguientes 

conclusiones: 

• La técnica regresión lineal local (LOWESS) es la 

que peores resultados presenta, pues alcanza el 

mayor EEP en la estimación paramétrica del 

modelo de carga ZIP, lo que quiere decir que 

obtiene la menor precisión en la estimación de los 

parámetros de dicho modelo. 

• Las técnicas regresión cuadrática local (LOESS) 

y Savitzky – Golay con polinomio de grado 2 (SG 

2) obtienen EEP bastante cercanos, sin embargo, 

no son las técnicas que mejores desempeños 

presentan en la estimación del modelo de carga 

ZIP. 

• Savitzky – Golay con polinomio de grado 3 (SG 

3) y ancho de ventana de 35 muestras, que es el 

determinado en este trabajo, es el que mejor 

desempeño alcanza, pues permite estimar los 

parámetros del modelo de carga ZIP con mayor 

precisión. Es importante notar que esto permite 

que se puedan estimar modelos de carga con 

menores ΔV, lo cual se traduce en que se logren 

estimar los modelos de manera más frecuente, 

pues en los sistemas eléctricos de potencia se 

dispone normalmente de mediciones con 

variaciones de pequeña magnitud. 

Por último, es importante indicar que el tiempo 

promedio que requiere el algoritmo de filtrado con 

Savitzky – Golay es de 0.3 ms para cada serie temporal 

de 10 segundos de mediciones. Al requerir registros de 

PMU de tensión, potencia activa y potencia reactiva para 

estimar el modelo de carga ZIP, el algoritmo para estas 

tres magnitudes requiere en promedio 0.9 ms, haciéndolo 

acorde para ser utilizado en metodologías de 

modelamiento de carga automáticas y en línea. 

5. CONCLUSIONES Y TRABAJOS FUTUROS 

En este trabajo se evaluó varias técnicas de filtrado y 

suavizado de datos en la estimación paramétrica del 

modelo de carga ZIP con datos tipo ambiente de PMU.  

En primer lugar, se descartó a las técnicas de filtrado 

pasa bajos con frecuencias de corte ya que obtuvieron un 

rendimiento pobre en la reducción de ruido en datos tipo 

ambiente de PMU. 

En contraparte a lo anterior, se determinó que la 

mejor técnica de filtrado para retirar ruido de los datos 

tipo ambiente de PMU es Savitzky – Golay con 

polinomio de grado 3 (SG 3) y un ancho de ventana de 

35 muestras. Esta técnica se comparó contra otras 

técnicas recomendadas en la literatura por medio de la 

precisión alcanzada al estimar los parámetros del modelo 

de carga ZIP, obteniendo el mejor desempeño y, por lo 

tanto, confirmando que es la mejor técnica para este tipo 

de aplicación. 

Como trabajos futuros se plantea: 

• Extender este trabajo de tal manera que se utilicen 

mediciones sincrofasoriales obtenidas de sistemas 

eléctricos reales.  

• Desarrollar un algoritmo capaz de calcular el 

ancho de la ventana móvil de cada técnica de 

filtrado de manera automática y cada vez que se 

disponga de una nueva serie temporal de 

mediciones tipo ambiente de PMU. 

• Evaluar algoritmos de filtrado y suavizado de 

datos que se utilizan en otras aplicaciones, en la 

estimación paramétrica del modelo de carga ZIP. 
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Abstract 

 

The increase in renewable generation and the need for a 

more flexible operation of the National Interconnected 

System (SNI) pose new challenges for efficient energy 

management in Ecuador. In this context, Battery Energy 

Storage Systems (BESS) emerge as a viable solution to 

optimize power system operation by enabling temporal 

energy shifting, reducing operational costs, and 

mitigating unsupplied energy events. This study 

analyzes the contribution of the BESS to the operational 

performance of the SNI using a representative four-zone 

model. An optimization model based on Mixed-Integer 

Linear Programming (MILP) is developed to determine 

the optimal location of the storage system. The results 

indicate that the optimal location is found in the zones 

with the highest solar generation capacity and demand 

levels, where the BESS significantly contributes to 

reducing thermal generation and overall system 

operating costs, reinforcing its role as a strategic 

resource to enhance the operational flexibility of the 

Ecuadorian power system. 

 

Resumen 

 

El incremento de la generación renovable y la necesidad 

de una operación más flexible del Sistema Nacional 

Interconectado (SNI) plantean nuevos desafíos para la 

gestión eficiente de la energía en Ecuador. En este 

contexto, los sistemas de almacenamiento de energía en 

baterías (BESS, por sus siglas en inglés) se presentan 

como una solución viable para optimizar la operación 

del sistema eléctrico, al facilitar el desplazamiento 

temporal de energía, reducir los costos operativos y 

mitigar los eventos de energía no suministrada. Este 

estudio analiza la contribución del BESS al despacho 

económico del SNI utilizando un modelo representativo 

de cuatro zonas. Se desarrolla un modelo de 

optimización basado en Programación Lineal Entera 

Mixta (MILP, por sus siglas en inglés) para determinar 

la ubicación óptima del sistema de almacenamiento. Los 

resultados indican que la ubicación óptima se encuentra 

en las zonas con la mayor capacidad de generación solar 

y altos niveles de demanda, donde el BESS contribuye 

significativamente a disminuir el despacho térmico y los 

costos globales del sistema, reforzando su rol como 

recurso estratégico para incrementar la flexibilidad 

operativa del sistema eléctrico ecuatoriano. 

Index terms— Battery Energy Storage Systems; 

optimization; optimal location; operational flexibility; 

Ecuadorian power system. 

Palabras clave— Sistemas de almacenamiento de 

energía en baterías; optimización; ubicación óptima; 

flexibilidad operativa; sistema eléctrico ecuatoriano. 
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1. INTRODUCCIÓN 

El sistema eléctrico ecuatoriano atraviesa una etapa 

de transformación estructural impulsada por la expansión 

de la generación renovable, la modernización de la 

infraestructura y la necesidad de fortalecer la flexibilidad 

operativa ante condiciones climáticas variables. Al 2024, 

la capacidad instalada nacional alcanzaba 

aproximadamente 9.255 MW, de los cuales más del 60% 

provenía de fuentes renovables, principalmente 

hidráulica, eólica, solar y biomasa [1]. En años recientes, 

la participación de energías limpias ha superado el 90% 

de la generación total, lo que refleja un progreso 

significativo hacia una matriz eléctrica más sostenible 

[2]. Sin embargo, la dependencia del régimen hidrológico 

y la creciente demanda —que alcanzó un máximo 

histórico de 5.110 MW en 2025 según CENACE— 

evidencian vulnerabilidades operativas durante los 

períodos de estiaje prolongados [3]. 

En este contexto, los sistemas de almacenamiento de 

energía en baterías (BESS, por sus siglas en inglés) 

surgen como una alternativa tecnológica clave para 

mejorar la gestión del sistema eléctrico [4]. Su capacidad 

para desplazar energía entre horas de baja y alta demanda 

permite optimizar el uso de los recursos de generación, 

reducir el despacho térmico y mitigar eventos de energía 

no suministrada. Además, los BESS poseen la capacidad 

técnica de proveer servicios complementarios, tales 

como regulación de frecuencia y soporte de tensión; no 

obstante, en este trabajo se analiza exclusivamente su 

aporte a la flexibilidad operativa del sistema mediante el 

arbitraje energético horario [5]. 

La Regulación Nro. ARCONEL-005/25 refuerza esta 

visión al establecer que los nuevos proyectos de 

generación solar y eólica incorporen sistemas de 

almacenamiento equivalentes al 10% de su potencia 

nominal y una autonomía mínima de cuatro horas, 

impulsando la integración segura de energías renovables 

al Sistema Nacional Interconectado (SNI) [6]. Este marco 

normativo, junto con los lineamientos del Plan Maestro 

de Electricidad (PME) [7], promueve una operación más 

flexible, resiliente y sustentable del sistema eléctrico 

ecuatoriano. 

Varios estudios recientes han analizado el rol del 

almacenamiento energético en Ecuador. En [8] se 

presenta un modelo de planificación de expansión 

multianual del sistema eléctrico nacional que incorpora 

fuentes renovables y sistemas de almacenamiento en un 

entorno hidro-dominado, demostrando su contribución a 

la reducción de emisiones y costos operativos. Por su 

parte, en [9] se modela un sistema BESS conectado al 

SNI para la regulación primaria de frecuencia, 

evidenciando mejoras significativas en la estabilidad 

operativa. En [10] se analiza el aprovechamiento de la 

energía turbinable vertida mediante tres tecnologías de 

almacenamiento, confirmando su viabilidad técnica y 

económica para reducir la generación térmica y mejorar 

la eficiencia del sistema. Finalmente, en [11] se propone 

una estrategia de planificación energética orientada a 

impulsar el crecimiento de las energías renovables y los 

sistemas de almacenamiento en países en desarrollo. 

Si bien el potencial del almacenamiento energético en 

Ecuador ha sido reconocido en estudios recientes, la 

evaluación operativa y espacial de los BESS a nivel de 

red aún requiere mayor desarrollo. Determinar su 

ubicación óptima dentro del sistema es esencial para 

maximizar los beneficios técnicos y económicos que 

ofrece esta tecnología, especialmente en un sistema 

hidro-dominado con generación térmica marginal y una 

operación centralizada. 

En este trabajo se propone un modelo de optimización 

basado en Programación Lineal Entera Mixta (MILP) 

para determinar la ubicación óptima de un sistema de 

almacenamiento en baterías en el SNI. El estudio se 

desarrolla sobre un modelo representativo de cuatro 

zonas, que simplifica la estructura operativa y geográfica 

del país. El objetivo es evaluar la contribución del BESS 

al desempeño operativo del sistema, considerando 

restricciones técnicas y económicas. Los resultados 

permiten identificar las zonas donde el almacenamiento 

ofrece mayor valor sistémico, evidenciando su potencial 

para reducir costos de operación, disminuir el despacho 

térmico y aumentar la flexibilidad del sistema eléctrico 

ecuatoriano. 

El resto del artículo está estructurado como sigue: la 

Sección 2 presenta el modelo de optimización propuesto 

para la ubicación óptima de las baterías. En la Sección 3 

se describe el caso de estudio, y en la Sección 4 se realiza 

el análisis de resultados. La Sección 5 presenta las 

principales conclusiones y trabajos futuros. Finalmente, 

la Sección 6 presenta el Apéndice con la nomenclatura 

del modelo de optimización. 

2. MODELO DE OPTIMIZACIÓN 

El modelo propuesto busca determinar la ubicación 

óptima de sistemas de almacenamiento de energía en 

baterías con el objetivo de minimizar el costo total de 

operación del sistema eléctrico. El modelo considera la 

operación horaria de las tecnologías de generación, la 

interacción entre zonas eléctricas, las restricciones de 

transmisión y la dinámica de carga y descarga del 

almacenamiento. La formulación se desarrolla bajo un 

esquema de Programación Lineal Entera Mixta (MILP, 

por sus siglas en inglés), implementado en el software 

FICO Xpress [12]. 

2.1 Función objetivo 

La función objetivo busca minimizar el costo total de 

operación del sistema eléctrico durante el horizonte de 

simulación, expresado como la suma de los costos de 

generación, los costos asociados a la energía no 

suministrada (ENS) y los costos de inversión del sistema 

de almacenamiento en baterías. 
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min 𝑍 = ∑ [∑ ∑ 𝐶𝑔
𝐺 ⋅ 𝑃𝑔,𝑛,𝑡

𝑛∈𝑁𝑔∈𝐺

+ ∑ 𝐶𝑁𝑆 ⋅ 𝑃𝑛,𝑡
𝑁𝑆

𝑛∈𝑁

]

𝑡∈𝑇

+ ∑ 𝐶𝑛
𝑖𝑛𝑣 ⋅ 𝑦𝑛

𝑛∈𝑁

 

(1) 

En la ecuación (1), 𝑃𝑔,𝑛,𝑡 representa la potencia 

generada por el generador 𝑔 en el nodo 𝑛 y en el instante 

de tiempo 𝑡; 𝐶𝑔 corresponde al costo unitario de 

generación asociado a cada tecnología; 𝑃𝑛,𝑡
𝑁𝑆 denota la 

energía no suministrada en el nodo 𝑛 durante el tiempo 𝑡; 

y 𝐶𝑁𝑆 es el costo unitario asignado a la energía no 

servida. Por su parte, 𝐶𝑛
𝑖𝑛𝑣 representa el costo anualizado 

de inversión del sistema de almacenamiento en baterías 

en el nodo 𝑛, mientras que 𝑦𝑛 es una variable binaria que 

toma el valor de uno si el BESS se instala en dicho nodo 

y cero en caso contrario. En este estudio se asume que los 

costos variables de carga y descarga del BESS son 

despreciables frente a los costos de generación térmica y 

se representan implícitamente mediante la eficiencia del 

sistema. La descripción completa de los parámetros y 

variables utilizadas en el modelo se presenta en la 

Sección 6. 

2.2 Ecuación de Balance Nodal 

Las restricciones de balance de potencia aseguran el 

equilibrio entre la generación, los flujos de potencia, la 

carga y descarga del BESS, y la demanda en cada nodo 

del sistema y periodo de tiempo.  

 

∑ 𝑃𝑔,𝑛,𝑡

𝑔∈𝐺𝑛

+ ∑ 𝐹𝑙,𝑡

𝑙∈L|𝑡𝑜(𝑙)=𝑛

− ∑ 𝐹𝑙,𝑡

𝑙∈Ω𝐿|𝑓𝑟(𝑙)=𝑛

+ (𝑃𝑛,𝑡
DIS

− 𝑃𝑛,𝑡
CH) = 𝐷𝑛,𝑡 − 𝑃𝑛,𝑡

𝑁𝑆 

 ∀𝑛 ∈ N, ∀𝑡 ∈ 𝑇 

(2) 

La ecuación (2) representa el balance nodal de 

potencia activa en cada nodo 𝑛 y para cada instante de 

tiempo 𝑡. En ella, la suma de la potencia generada por 

todas las unidades conectadas al nodo, junto con los 

flujos de potencia que ingresan desde las líneas 

adyacentes, debe ser igual a la suma de los flujos que 

salen del nodo, la demanda local y la energía no 

suministrada, considerando además los intercambios 

asociados al sistema de almacenamiento. De esta forma, 

los términos 𝑃𝑛,𝑡
𝐷𝐼𝑆 y 𝑃𝑛,𝑡

𝐶𝐻  representan la potencia 

descargada y cargada por el BESS, respectivamente, los 

cuales modifican el balance local dependiendo de su 

modo de operación. La igualdad asegura que la potencia 

generada, más la potencia neta intercambiada por las 

líneas y el almacenamiento, satisfaga la demanda efectiva 

del nodo 𝐷𝑛,𝑡, descontando la energía no servida 𝑝𝑛,𝑡
𝑁𝑆. 

Este conjunto de restricciones garantiza el equilibrio 

energético horario del sistema para todas las zonas y 

periodos de simulación considerados. 

2.3 Restricciones de Energía no Suministrada 

Las restricciones de ENS limitan la cantidad máxima 

de demanda que puede quedar insatisfecha en cada nodo 

y período de tiempo, asegurando que no exceda el valor 

total de la demanda de cada zona. 

0 ≤ 𝑃𝑛,𝑡
𝑁𝑆 ≤ 𝐷𝑛,𝑡;  ∀𝑛 ∈ 𝑁, ∀𝑡 ∈ 𝑇 (3) 

En esta expresión, 𝑃𝑛,𝑡
𝑁𝑆 representa la potencia no 

suministrada en el nodo 𝑛 y tiempo 𝑡, mientras que 𝐷𝑛,𝑡 

corresponde a la demanda total del nodo en el mismo 

período. Esta restricción garantiza que la ENS se 

mantenga dentro de límites físicamente admisibles del 

sistema. 

2.4 Restricciones de Flujos de Potencia 

Las restricciones de flujos de potencia se basan en el 

modelo DC, donde los flujos activos entre nodos se 

determinan a partir de la diferencia de ángulos de fase y 

la reactancia de las líneas. Además, se limita el flujo 

máximo permitido en cada enlace para representar la 

capacidad térmica de transmisión. 

𝐹𝑙,𝑡 =
𝜃𝑓𝑟(𝑙),𝑡 − 𝜃𝑡𝑜(𝑙),𝑡

𝑋𝑙
;    ∀𝑙 ∈ L, ∀𝑡 ∈ 𝑇 

(4) 

−𝐹𝑙
𝑚𝑎𝑥 ≤ 𝐹𝑙,𝑡 ≤ 𝐹𝑙

𝑚𝑎𝑥;   ∀𝑙 ∈ L, ∀𝑡 ∈ 𝑇 (5) 

En estas expresiones, 𝐹𝑙,𝑡 representa el flujo de 

potencia activa en la línea 𝑙 durante el período 𝑡; 𝜃𝑓𝑟(𝑙),𝑡 

y 𝜃𝑡𝑜(𝑙),𝑡 son los ángulos de fase en los nodos de envío y 

recepción, respectivamente; 𝑋𝑙 corresponde a la 

reactancia de la línea; y 𝐹𝑙
max define el límite máximo de 

flujo permitido según la capacidad de transmisión. 

2.5 Límites de Generación 

Las restricciones de generación definen los límites 

operativos de cada tecnología, considerando su potencia 

mínima, máxima y, en el caso de las fuentes renovables 

e hidráulicas, los factores de disponibilidad o perfiles 

horarios del recurso. 

𝑃𝑔
𝑚𝑖𝑛 ≤ 𝑃𝑔,𝑛,𝑡 ≤ 𝑃𝑔

𝑚𝑎𝑥;  ∀ 𝑔 ∈ 𝐺𝑡𝑒𝑟𝑚;   ∀𝑛 ∈ 𝑁,

∀𝑡 ∈ 𝑇  
(6) 

𝑃𝑔
𝑚𝑖𝑛 ≤ 𝑃𝑔,𝑛,𝑡 ≤ 𝑃𝑔

𝑚𝑎𝑥 ⋅ 𝑓𝑑𝑡
H;  ∀ 𝑔 ∈ 𝐺hidro,

∀𝑛 ∈ 𝑁, ∀𝑡 ∈ 𝑇 

(7) 

𝑃𝑔
𝑚𝑖𝑛 ≤ 𝑃𝑔,𝑛,𝑡 ≤ 𝑃𝑔

𝑚𝑎𝑥 ⋅ 𝛼𝑡 ;  ∀ 𝑔 ∈ 𝐺𝑒𝑟𝑛𝑐,
∀𝑛 ∈ 𝑁, ∀𝑡 ∈ 𝑇 

(8) 

 

Las ecuaciones (6), (7) y (8) establecen las restricciones de 

capacidad para las unidades de generación térmica, 

hidroeléctrica y de energías renovables no convencionales 

(ERNC), respectivamente. En estas expresiones, 𝑃𝑔,𝑛,𝑡 

corresponde a la potencia generada por la unidad 𝑔 en el nodo 

𝑛 y tiempo 𝑡; 𝑃𝑔
min y 𝑃𝑔

max son los límites mínimo y máximo 

de generación, respectivamente; mientras que 𝑓𝑑𝑡
H y 𝛼𝑡  

representan los factores de disponibilidad temporal del recurso 

hídrico y renovable no convencional (solar o eólico). Estas 
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restricciones aseguran que la generación de cada tecnología se 

mantenga dentro de sus márgenes técnicos y del recurso 

disponible. 

2.6 Restricciones de Operación e Inversión del 

Sistema de Almacenamiento en Baterías 

(BESS) 

Las restricciones de operación e inversión del BESS 

determinan su ubicación óptima, su comportamiento 

dinámico de carga y descarga, y los límites asociados al 

estado de carga (SOC, por sus siglas en inglés). La 

formulación considera una variable binaria que activa la 

instalación del almacenamiento en una única zona del 

sistema y garantiza la operación factible en cada período 

de simulación. 

∑ 𝑦𝑛 = 1

𝑛∈𝑁

; (9) 

𝑦𝑛 ∈ {0,1} (10) 

𝐸𝑛,0 = SOC0 ⋅ 𝑃𝑛
𝐵𝐸𝑆𝑆 ⋅ Λ ⋅ 𝑦𝑛; (11) 

𝐸𝑛,|𝑇| = 𝐸𝑛,0; (12) 

SOC𝑚𝑖𝑛 ⋅ 𝑃𝑛
𝐵𝐸𝑆𝑆 ⋅ Λ ⋅ 𝑦𝑛 ≤ 𝐸𝑛,𝑡

≤ SOC𝑚𝑎𝑥 ⋅ 𝑃𝑛
𝐵𝐸𝑆𝑆 ⋅ Λ ⋅ 𝑦𝑛;   ∀𝑛

∈ 𝑁, ∀𝑡 ∈ 𝑇 

(13) 

𝐸𝑛,𝑡 = 𝐸𝑛,0 + 𝑃𝑛,𝑡
CH ⋅ η𝐶𝐻 −

𝑃𝑛,𝑡
DIS

η𝐷𝐼𝑆 ;   ∀𝑛 ∈ 𝑁, 𝑡 = 1 
(14) 

𝐸𝑛,𝑡 = 𝐸𝑛,𝑡−1 + 𝑃𝑛,𝑡
CH ⋅ η𝐶𝐻 −

𝑃𝑛,𝑡
DIS

η𝐷𝐼𝑆 ;    ∀𝑛 ∈ 𝑁,

∀𝑡 ≥ 2 ∈ 𝑇 

(15) 

0 ≤
𝑃𝑛,𝑡

DIS

η𝐷𝐼𝑆
≤ 𝑃𝑛

𝐵𝐸𝑆𝑆 ⋅ 𝑦𝑛;  ∀𝑛 ∈ 𝑁, ∀𝑡 ∈ 𝑇 
(16) 

𝑃𝑛,𝑡
DIS ≤ (1 − 𝛽𝑛,𝑡) ⋅ Ψ;  ∀𝑛 ∈ 𝑁, ∀𝑡 ∈ 𝑇 (17) 

0 ≤ 𝑃𝑛,𝑡
𝐶𝐻 ⋅ η𝐶𝐻 ≤ 𝑃𝑛

𝐵𝐸𝑆𝑆 ⋅ 𝑦𝑛;  ∀𝑛 ∈ 𝑁, ∀𝑡 ∈ 𝑇 (18) 

𝑃𝑛,𝑡
𝐶𝐻 ≤ 𝛽𝑛,𝑡 ⋅ Ψ;  ∀𝑛 ∈ 𝑁, ∀𝑡 ∈ 𝑇 (19) 

𝛽𝑛,𝑡 ∈ {0,1}     ∀𝑛 ∈ 𝑁, ∀𝑡 ∈ 𝑇 (20) 

En las ecuaciones (9)-(18), la variable binaria 𝑦𝑛 

define la decisión de inversión, tomando el valor 1 

cuando el BESS se instala en el nodo 𝑛, y 0 en caso 

contrario. La ecuación (9) garantiza que el 

almacenamiento solo pueda instalarse en una zona del 

sistema. Las ecuaciones (11) y (12) fijan las condiciones 

iniciales y finales del estado de carga, asegurando 

operación cíclica. La ecuación (13) impone los límites 

mínimo y máximo de energía almacenada, definidos por 

los niveles de carga 𝑆𝑂𝐶min y 𝑆𝑂𝐶max. Las ecuaciones 

(14) y (15) representan la dinámica temporal del 

almacenamiento, considerando las eficiencias de carga 

(𝜂𝐶𝐻) y descarga (𝜂𝐷𝐼𝑆). Finalmente, las ecuaciones (16)–

(19) limitan la potencia máxima de carga y descarga, y 

utilizan la variable binaria 𝛽𝑛,𝑡 para evitar la operación 

simultánea de ambos procesos en un mismo período. 

 

3. CASOS DE ESTUDIO 

3.1 Descripción del Sistema de Prueba 

El modelo propuesto se aplica a un sistema 

representativo de cuatro zonas que caracteriza la 

estructura y comportamiento operativo del SNI del 

Ecuador, con una proyección al año 2029, conforme a los 

lineamientos del PME [7]. Las zonas corresponden a Z1 

(Noroccidental), Z2 (Nororiental), Z3 (Suroccidental) y 

Z4 (Suroriental). La Figura 1 muestra la configuración 

simplificada del sistema, incluyendo los porcentajes de 

participación de la demanda punta, la generación 

hidráulica, térmica y de ERNC en cada zona, junto con 

los principales enlaces de transmisión entre zonas. Cada 

zona agrupa un conjunto de nodos del SNI que reflejan la 

distribución geográfica de la demanda y la capacidad 

instalada por tipo de generación. Los datos utilizados se 

encuentran disponibles en [8]. Se considera que la red de 

500 kV y 230 kV mantiene suficiente capacidad de 

transferencia, por lo que no se incluyen expansiones 

futuras en el horizonte de análisis. Asimismo, se 

excluyen los intercambios internacionales con Colombia 

y Perú, a fin de evaluar la capacidad interna del sistema 

ecuatoriano. Esta representación zonal del SNI permite 

capturar adecuadamente los principales intercambios de 

potencia, los patrones de demanda y la disponibilidad de 

generación, manteniendo una complejidad 

computacional compatible con modelos de optimización 

de horizonte anual.  

Para verificar la consistencia del modelo propuesto, 

se comparó la curva de generación-demanda obtenida 

mediante el modelo con la información oficial reportada 

por el Operador Nacional de Electricidad CENACE para 

un día representativo del sistema (6 de noviembre de 

2025). La Figura 2 muestra una correspondencia 

adecuada entre la generación observada y la estimada, 

validando la capacidad del modelo para reproducir las 

condiciones operativas del sistema sin incluir 

almacenamiento. 

 

Figura 1: Red Simplificada del SNI para el Año 2029. 
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(a) 

 

(b) 

Figura 2: Comparación de la Operación del Sistema Eléctrico 

Ecuatoriano Correspondiente al Jueves 6 de Noviembre de 2025: 

(a) Curva de Generación Reportada por el Operador Nacional de 

Electricidad CENACE y (b) Curva de Generación Obtenida con el 

Modelo de Optimización Propuesto, sin Considerar Sistemas de 

Almacenamiento. 

La Tabla 1 presenta la capacidad instalada proyectada 

por tecnología y por zona para el año 2029, de acuerdo 

con la planificación establecida en el PME [7]. La Tabla 

2 presenta los parámetros de las líneas de transmisión 

inter-zonales del sistema de prueba utilizado. 

Tabla 1: Potencia Instalada por Tecnología y Zona Proyectada 

para el Año 2029. 

 
Tecnología 

Z1 

[MW] 

Z2 

[MW] 

Z3 

[MW] 

Z4 

[MW] 

Térmica 

Gas 200 0 501.2 0 

Fuel Oil 532.5 50 855.9 0 

Diesel 35.1 125.8 692.7 8.1 

Residual 51.6 109.5 21 19.2 

Renovables 

Hidráulica 336.2 2,552.2 321.8 2,328.2 

Eólica 0 0 0 601.5 

Solar 200 818 0 0 

Biomasa 0 0 110 0 

Biogás 0 1.1 0 0.85 

Tabla 2: Parámetros de las Líneas de Transmisión Inter-zonales 

Línea Desde Hacia Reactancia 

(p.u,) 

Capacidad 

(MVA) 

Santo Domingo 230 - 

Santa Rosa 230 

Z1 Z2 0.0727 342 

Santo Domingo 230 - 

Santa Rosa 230 

Z1 Z2 0.0727 342 

Quevedo 230 - Chorrillos 
230 

Z1 Z3 0.1281 353 

Quevedo 230 - Chorrillos 

230 

Z1 Z3 0.1281 332 

Tisaleo 500 - Chorrillos 
500 

Z2 Z3 0.0289 1732 

Totoras 230 - Riobamba Z2 Z4 0.1655 342 

230 

Totoras 230 - Tisaleo 230 Z2 Z4 0.1655 342 

Pascuales 230 - Molino 
230 

Z3 Z4 0.1684 342 

Pascuales 230 - Molino 

230 

Z3 Z4 0.1684 342 

Milagro 230 - Sopladora 

230 

Z3 Z4 0.0990 494 

Milagro 230 
- Zhoray 230 

Z3 Z4 0.1060 342 

Milagro 230 

- Zhoray 230 

Z3 Z4 0.1060 342 

Se emplearon perfiles de disponibilidad horaria de los 

recursos hidráulico, solar y eólico. Los perfiles 

hidrológicos corresponden a un año medio húmedo, 

caracterizado por una disponibilidad hidroenergética 

equivalente al 65% de la capacidad máxima anual, según 

estimaciones basadas en fuentes oficiales [3]. Para las 

tecnologías solar y eólica, se utilizaron series horarias de 

8,760 horas por ubicación, obtenidas de una plataforma 

internacional especializada en estudios de planificación 

energética [13], garantizando una representación 

adecuada del recurso en cada zona. 

El análisis considera un sistema de almacenamiento 

en baterías con una potencia de 200 MW y una capacidad 

energética de 800 MWh (equivalente a 4 horas de 

autonomía), con una eficiencia round-trip del 95% y un 

SOC limitado entre un 20% mínimo y un 90% máximo 

[14]. Los costos variables de generación térmica, el valor 

de ENS, y los factores de emisión de gases de efecto 

invernadero se basan en datos de referencia del operador 

nacional y estudios del sector [15]. 

Los costos de inversión del sistema BESS fueron 

tomados del reporte anual del National Renewable 

Energy Laboratory (NREL) [16]. 

3.2 Descripción de los Casos de Estudio 

El modelo se resuelve para un horizonte anual con 

resolución horaria, considerando dos escenarios 

hidrológicos representativos del sistema eléctrico 

ecuatoriano: un escenario de año medio húmedo y un 

escenario de año seco, con el objetivo de evaluar la 

sensibilidad de los resultados frente a variaciones en la 

disponibilidad del recurso hídrico. Para cada escenario 

hidrológico se analizan los siguientes casos de estudio: 

• Caso base: operación del sistema sin 

almacenamiento. 

• Caso con BESS: incorporación de un sistema 

de baterías instalado en la zona identificada 

como óptima determinada por el modelo de 

optimización. 

Este enfoque permite evaluar cómo la contribución 

del BESS en términos de reducción de costos operativos, 

energía gestionada y emisiones varía bajo distintas 

condiciones hidrológicas. 
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4. RESULTADOS Y ANÁLISIS 

El despacho económico del sistema eléctrico 

ecuatoriano con y sin almacenamiento se evalúa 

considerando dos escenarios hidrológicos, húmedo y 

seco, y dos casos de estudio por escenario: operación sin 

BESS (caso base) e incorporación de BESS en las 

distintas zonas del sistema. El análisis se realiza a partir 

de una semana representativa para la visualización de los 

resultados operativos y de indicadores anuales de costo, 

energía gestionada y emisiones. 

4.1 Escenario Hidrológico Húmedo 

La Figura 3 muestra el despacho de generación del 

sistema sin la incorporación del BESS para una semana 

representativa utilizada en la visualización de los 

resultados. Se observa que la generación hidráulica cubre 

la mayor parte de la demanda, mientras que las unidades 

térmicas (fuel oil, gas y diésel) se despachan 

principalmente durante las horas de mayor consumo, 

especialmente en los días laborales. Asimismo, durante 

los períodos de mayor irradiación solar, el sistema 

aprovecha la contribución de esta fuente de generación 

renovable, reduciendo parcialmente la necesidad de 

generación térmica. 

Por otro lado, la Figura 4 presenta el despacho de 

generación con la implementación del sistema BESS. Se 

evidencia que la batería opera en modo de carga durante 

las horas de baja demanda y mayor contribución de 

generación solar, y en modo de descarga en los períodos 

de mayor consumo, reduciendo así la necesidad de 

despacho térmico. Esta operación contribuye a una 

utilización más eficiente de los recursos renovables, 

disminuye los costos de operación al limitar la 

generación térmica y aumenta la flexibilidad operativa 

del sistema eléctrico. 

La Figura 5 muestra la potencia de carga y descarga 

del sistema BESS a lo largo de la semana representativa. 

Se evidencia un comportamiento cíclico y selectivo, 

donde el sistema almacena energía durante las horas valle 

(principalmente en la madrugada y fines de semana) y la 

libera en los períodos de mayor demanda o mayor 

participación de generadores térmicos. Cabe señalar que 

el modelo de optimización considera un costo de 

inversión anualizado fijo para el BESS y no incorpora 

explícitamente costos asociados al ciclado ni a la 

degradación del sistema. No obstante, el modelo 

propuesto permite capturar adecuadamente el impacto 

operativo y económico del almacenamiento en el 

despacho del sistema a nivel zonal. La incorporación de 

modelos de degradación dependientes del ciclado se 

plantea como una extensión del presente trabajo para 

estudios de largo plazo. 

Por su parte, la Figura 6 ilustra la evolución del estado 

de carga de la batería, con variaciones entre los límites 

operativos establecidos (20% y 90%). El SOC se 

mantiene elevado durante la mayor parte del período 

analizado, indicando una reserva energética suficiente 

para cubrir picos de demanda y eventuales reducciones 

de la generación hidráulica. 

4.2 Escenario Hidrológico Seco 

El impacto del almacenamiento resulta más 

pronunciado bajo condiciones hidrológicas 

desfavorables. La Figura 7 muestra el despacho del 

sistema sin BESS en el escenario seco, donde la menor 

disponibilidad hidráulica incrementa significativamente 

la participación de generación térmica para satisfacer la 

demanda. Esta condición se traduce en mayores costos 

operativos y un aumento sustancial de las emisiones. 

La Figura 8 presenta el despacho con la incorporación 

del BESS en la zona Z2. En este escenario, el 

almacenamiento cumple un rol más activo, desplazando 

generación térmica en horas críticas y suavizando los 

picos de demanda. La operación de carga y descarga del 

BESS, ilustrada en la Figura 9, muestra ciclos más 

frecuentes e intensivos en comparación con el escenario 

húmedo, mientras que la Figura 10 evidencia una mayor 

variabilidad del SOC, coherente con una operación 

orientada a mitigar la escasez hidráulica. 

4.3 Análisis Comparativo 

La Tabla 3 presenta los resultados comparativos del 

costo total anual de operación, la energía gestionada por 

el BESS y las emisiones de GEI del sistema, 

considerando los escenarios hidrológicos húmedo y seco 

y las distintas alternativas de ubicación del BESS. 

En el escenario húmedo, la incorporación del BESS 

en cualquiera de las zonas analizadas genera una 

reducción del costo total de operación en comparación 

con el caso base sin almacenamiento. En particular, las 

zonas Z2 y Z4 presentan los mayores beneficios 

económicos, con disminuciones cercanas al 3% respecto 

del escenario sin BESS, lo que evidencia una operación 

más eficiente del sistema ante una mayor disponibilidad 

del recurso hídrico. 

Por su parte, en el escenario seco, el efecto del 

almacenamiento resulta aún más relevante debido a la 

mayor dependencia de generación térmica. En este caso, 

la instalación del BESS en las zonas Z1 y Z2 conduce a 

las mayores reducciones de costo operativo, con ahorros 

del orden del 2% respecto al caso base. 

En términos de utilización del almacenamiento, la Z2 

concentra la mayor energía gestionada por el BESS en 

ambos escenarios, alcanzando 79,267.6 MWh en el 

escenario húmedo y 81,119.9 MWh en el escenario seco, 

lo que refleja un mayor grado de aprovechamiento 

operativo del BESS en esta zona. Adicionalmente, la 

incorporación del BESS permite una reducción moderada 

de las emisiones de GEI, asociada principalmente a la 

disminución del despacho térmico durante las horas de 

mayor demanda, evidenciando beneficios ambientales 

consistentes con los resultados económicos. 
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Figura 3: Despacho de Generación del Sistema Eléctrico Ecuatoriano sin Incorporación de BESS (Escenario Húmedo). 

Figura 4: Despacho de Generación del Sistema Eléctrico Ecuatoriano con Incorporación del BESS en la Zona Z2 (Escenario 

Húmedo). 

Figura 5: Potencia de Carga y Descarga del BESS Ubicado en la Zona Z2 (Escenario húmedo). 

Figura 6: Estado de Carga del BESS Ubicado en la Zona Z2 (Escenario Húmedo). 

. 
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Figura 7: Despacho de Generación del Sistema Eléctrico Ecuatoriano sin Incorporación de BESS (Escenario seco). 

Figura 8: Despacho de Generación del Sistema Eléctrico Ecuatoriano con Incorporación del BESS en la Zona Z2 (Escenario 

seco). 

Figura 9: Potencia de Carga y Descarga del BESS Ubicado en la Zona Z2 (Escenario Seco). 

Figura 10: Estado de Carga del BESS Ubicado en la Zona Z2 (Escenario Seco). 

. 
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En ambos escenarios hidrológicos, los resultados 

confirman que la zona Z2 (Nororiental) constituye la 

alternativa más favorable para la incorporación del BESS 

desde una perspectiva de despacho económico zonal. 

Esta zona concentra altos niveles de demanda y una 

elevada participación de generación solar e hidráulica 

(ver Tabla 1), lo que permite maximizar el uso del 

almacenamiento para absorber excedentes renovables y 

reducir la dependencia de generación térmica.  

Si bien la incorporación del BESS no modifica 

sustancialmente el perfil de generación hidráulica, sí 

mejora de manera consistente el aprovechamiento de las 

tecnologías ERNC y la flexibilidad operativa del sistema, 

especialmente bajo condiciones hidrológicas secas. En 

conjunto, los resultados evidencian que el 

almacenamiento en baterías aporta beneficios 

económicos y ambientales frente a variaciones 

hidrológicas, reforzando su rol como herramienta 

estratégica para apoyar la operación del sistema eléctrico 

ecuatoriano, caracterizado por una alta dependencia del 

recurso hídrico. 

Tabla 3: Resultados Comparativos de Costo Total de Operación, 

Energía Gestionada por el BESS, y Emisiones del Sistema 

Eléctrico Ecuatoriano al 2029, para los Escenarios Hidrológicos 

Húmedo y Seco 

Escenario Caso 

Costo total de 

operación 

(MMUSD) 

Energía 

del 

BESS 

[MWh] 

GEI 

[MtCO2eq] 

Húmedo 

Sin 
BESS 

246.3 -  3,173.8 

BESS 

en Z1 
246.9 69,140.0 3,067.2 

BESS 
en Z2 

239.7 79,267.6  3,062.7 

BESS 

en Z3 
242.6 58,174.2  3,106.4 

BESS 

en Z4 
241.6 46,229.1  3,083.8 

Seco 

Sin 

BESS 
1,018.1  -  13,073.6 

BESS 

en Z1 
1,000.6  79,882.9  12,875.9 

BESS 
en Z2 

1,000.3 81,119.9  12,870.5 

BESS 

en Z3 
1,003.1 73,587.1  12,896.8 

BESS 
en Z4 

1,005.7 70,024.8  12,931.3 

 

5. CONCLUSIONES Y TRABAJOS FUTUROS 

En este estudio se analiza la contribución del 

almacenamiento en baterías en el sistema eléctrico 

ecuatoriano para optimizar su despacho económico 

utilizando un modelo representativo de cuatro zonas. Los 

resultados muestran que la incorporación del 

almacenamiento permite mejorar la eficiencia del 

despacho económico del sistema, aportando mayor 

flexibilidad operativa y un uso más eficiente de los 

recursos de generación disponibles. La formulación 

basada en programación lineal entera mixta (MILP) 

permitió evaluar de manera consistente el impacto del 

BESS bajo distintas condiciones operativas y escenarios 

hidrológicos. 

El análisis comparativo identificó a la zona Z2 

(Nororiental) como la alternativa más favorable para la 

incorporación del BESS desde una perspectiva de 

despacho económico zonal. Esta zona concentra altos 

niveles de demanda y una elevada participación de 

generación hidráulica y solar, lo que favorece una mayor 

utilización del almacenamiento para absorber excedentes 

renovables y reducir el despacho de generación térmica. 

En términos agregados, los resultados evidencian 

reducciones del orden del 3% en el costo total anual de 

operación, junto con una disminución moderada de las 

emisiones de gases de efecto invernadero, asociada al 

desplazamiento de generación térmica. 

Asimismo, se observó que el BESS opera de manera 

coherente con los principios de arbitraje energético, 

almacenando excedentes de generación solar durante las 

horas de mayor irradiación y liberándolos en los períodos 

de mayor demanda. Este comportamiento contribuye a 

optimizar el aprovechamiento de las tecnologías ERNC 

y a suavizar la operación del sistema bajo distintas 

condiciones hidrológicas, particularmente en escenarios 

de mayor estrés hídrico. 

Por lo tanto, los resultados indican que la 

implementación de sistemas BESS en el sistema eléctrico 

ecuatoriano constituye una alternativa técnica y 

económicamente viable para apoyar la operación del 

despacho económico en un sistema hidro-dominado, 

reforzando la flexibilidad operativa y la integración de 

energías renovables variables. 

En trabajos futuros, se propone extender el análisis 

hacia horizontes multianuales que incorporen la 

evolución proyectada de la demanda y de la expansión 

renovable contemplada en el Plan Maestro de 

Electricidad. Adicionalmente, resulta relevante incluir 

modelos explícitos de degradación y reposición de 

baterías, así como realizar comparaciones con otras 

tecnologías de almacenamiento, tales como el bombeo 

hidroeléctrico. Finalmente, se plantea como una 

extensión natural evaluar los beneficios del 

almacenamiento desde una perspectiva eléctrica más 

detallada, incluyendo indicadores de confiabilidad y 

restricciones de red, especialmente bajo escenarios de 

variabilidad climática y eventos extremos. 

6. ÁPENDICE  

A continuación, se detalla la nomenclatura del 

modelo de optimización descrito en la Sección 2. 

6.1 Conjuntos  

𝐺: Conjunto de tecnologías de generación.  

𝐺term: Subconjunto de generadores térmicos.  

𝐺hidro: Subconjunto de generadores hidroeléctricas.  

62



Edición No. 22, Issue II, Enero 2026 

 

𝐺𝑒𝑟𝑛𝑐: Subconjunto de generadores ERNC.  

𝐺𝑛: Conjunto de tecnologías disponibles en el nodo 𝑛. 

𝐿: Conjunto de líneas de transmisión. 

𝑁: Conjunto de nodos del sistema.  

𝑇: Número de horas en el horizonte de evaluación. 

6.2 Parámetros  

𝐶𝑔
𝐺: Costo de generación del generador g [$/MWh]. 

𝐶𝑁𝑆: Costo de energía no servida [$/MWh]. 

𝐶𝑛
𝑖𝑛𝑣: Costo anualizado de inversión de un BESS en el 

nodo n [$/MW]. 

𝐷𝑛,𝑡: Demanda eléctrica en el nodo n durante el instante 

t [MW].  

𝐸𝑛,𝑡: Energía almacenada en la batería en el nodo n en el 

instante t [MWh]. 

𝐸𝑛,(𝑡−1): Energía almacenada en la batería en el nodo n en 

el instante anterior [MWh].  

𝐸𝑛,|𝑇|: Energía al final del horizonte de evaluación 

[MWh]. 

𝐸𝑛,(0): Energía al inicio del horizonte de evaluación 

[MWh].  

𝐹𝑝𝑡 : Factor de disponibilidad hídrica en el instante t 

[p.u.]. 

𝑃𝑔
𝑚𝑎𝑥: Capacidad instalada de la tecnología g [MW].  

𝑃𝑔
𝑚𝑖𝑛: Potencia mínima técnica de la tecnología g [MW]. 

𝑃𝑛
𝐵𝐸𝑆𝑆: Capacidad de potencia del BESS en el nodo n 

[MW]. 

SOC0: Estado de carga inicial [p.u.].  

SOC𝑚𝑎𝑥: Estado de carga máximo permitido [p.u.]. 

SOC𝑚𝑖𝑛: Estado de carga mínimo permitido [p.u.]. 

𝑋𝑙: Reactancia de la línea l [p.u.]. 

𝛼𝑡: Factor de disponibilidad de recursos renovables no 

convencionales (solar o eólico) en el instante t.  

𝜂𝐶𝐻: Eficiencia de carga [p.u.].  

𝜂𝐷𝐼𝑆: Eficiencia de descarga [p.u.]. 

Λ: Duración de la batería [horas]. 

Ψ: Constante suficientemente grande (Big-M). 

6.3 Variables  

𝑃𝑛,𝑡
𝑁𝑆: Energía no servida en el nodo n en el instante t 

[MW]. 

𝐹𝑙,𝑡:   Flujo de potencia activa en la línea l en el instante t 

[MW]. 

𝑃𝑔,𝑛,𝑡: Potencia generada por el generador g en el nodo n 

en el instante t [MW]. 

𝑃𝑛,𝑡
CH: Potencia de carga del BESS en el nodo n, 

en el instante t [MW]. 

𝑃𝑛,𝑡
DIS: Potencia de descarga del BESS en el nodo n, 

en el instante t [MW]. 

𝜃𝑓𝑟(𝑙),𝑡:. Ángulo de voltaje en el nodo de envío de la línea 

𝑙 en el instante 𝑡 [rad].  

𝜃𝑡𝑜(𝑙),𝑡: Ángulo de voltaje en el nodo de recepción de la 

línea 𝑙 en el instante 𝑡 [rad]. 

𝛽𝑛,𝑡: Variable binaria que indica el estado operativo del 

sistema BESS en el nodo 𝑛 y tiempo 𝑡 (1 si está en 

descarga, 0 si está en carga).  

𝑦𝑛: Variable binaria de inversión que indica si se instala 

un BESS en el nodo 𝑛 (1 si se invierte, 0 en caso 

contrario). 
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Abstract 

 

The accurate representation of the dynamic behavior of 

loads and the capture of the temporal variability of their 

parameters is a fundamental element in the analysis and 

operation of electrical systems. To this end, automatic 

and online load modeling methodologies and dynamic 

load models are used, and the advantages of 

synchrophasor measurements are exploited. Among the 

most widely used models is the Exponential Recovery 

Load (ERL), capable of representing not only the static 

behavior of loads, but also the dynamics of exponential 

recovery in the presence of voltage disturbances. 

However, the process of parametric identification of this 

model has been superficially researched in previous 

studies, leaving open questions about its accurate 

estimation in real environments. This work 

comprehensively addresses this identification process, 

considering everything from the selection of the most 

appropriate optimization algorithm, with an emphasis 

on automatic, online, and synchrophasor-based 

schemes, to the determination of the minimum 

requirements that these measurements must meet to 

ensure reliable estimates of the ERL model. The results 

show that the Trust-region-reflective, Interior-point, and 

SQP algorithms offer the best performance in estimating 

model parameters. Likewise, it is demonstrated that 

synchrophasor measurements must record voltage 

variations of at least 0.003 pu to ensure accurate 

parameter identification. 

 

Resumen 

 

La representación adecuada del comportamiento 

dinámico de las cargas y la captura de la variabilidad 

temporal de sus parámetros constituye un elemento 

fundamental en el análisis y operación de los sistemas 

eléctricos. Para ello, se emplean metodologías de 

modelamiento de carga automáticas y en línea, modelos 

de carga dinámicos y, se aprovechan las ventajas de las 

mediciones sincrofasoriales. Entre los modelos más 

utilizados se encuentra el Exponential Recovery Load 

(ERL), capaz de representar no solo el comportamiento 

estático de las cargas, sino también la dinámica de 

recuperación exponencial frente a perturbaciones de 

tensión. No obstante, el proceso de identificación 

paramétrica de este modelo ha sido superficialmente 

abordado en estudios previos, lo que deja abiertas 

interrogantes sobre su estimación precisa en entornos 

reales. Este trabajo aborda de forma integral dicho 

proceso de identificación, considerando desde la 

selección del algoritmo de optimización más adecuado, 

con énfasis en esquemas automáticos, en línea y basados 

en mediciones sincrofasoriales, hasta la determinación 

de los requisitos mínimos que deben cumplir estas 

mediciones para garantizar estimaciones confiables del 

modelo ERL. Los resultados muestran que los 

algoritmos Trust-region-reflective, Interior-point y SQP 

ofrecen el mejor desempeño en la estimación de 

parámetros del modelo. Asimismo, se evidencia que las 

mediciones sincrofasoriales deben registrar variaciones 

de tensión de al menos 0.003 pu para asegurar una 

identificación precisa. 

Index terms—Load Modeling, ERL, Exponential 

Recovery Load Model, Parametric Identification, PMU, 

Synchrophasor. 

Palabras clave— Modelamiento de carga, ERL, 

Modelo de Recuperación Exponencial, Identificación 

Paramétrica, PMU, sincrofasor. 
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1. INTRODUCCIÓN 

Actualmente contar con modelos dinámicos 

validados de los sistemas eléctricos de potencia es un 

tema fundamental, pues los sistemas operan cada vez más 

cerca de sus límites y en consecuencia requieren de 

estudios y simulaciones de mayor precisión [1]. Uno de 

los elementos más difíciles de validar son las cargas, 

específicamente sus modelos, pues estos varían 

continuamente en el tiempo [2], a diferencia de, por 

ejemplo, los modelos de un transformador o de un 

generador síncrono. 

A pesar de esta necesidad, gran parte de las industrias 

del sector eléctrico a nivel mundial utilizan modelos de 

carga estáticos para realizar estudios en estado dinámico 

[3]. Esta brecha ha impulsado una tendencia creciente por 

investigar procesos de identificación paramétrica 

(estimación de los valores de los parámetros de los 

modelos de carga) automáticos y que se ejecuten 

continuamente en línea [2], aprovechando las mediciones 

sincrofasoriales reportadas por Unidades de Medición 

Fasorial (PMU) [4], [5], cuya alta tasa de reporte, de hasta 

50 o 60 fasores por segundo (FPS, Frames per Second) 

[6], permite capturar el comportamiento dinámico de las 

cargas. 

Desde la perspectiva de la estabilidad de tensión, uno 

de los elementos más relevantes por modelar son los 

motores de inducción [7], sin embargo, su modelo 

dinámico es complejo, por lo cual, en la literatura, se han 

planteado modelos dinámicos simplificados. Uno de 

estos es el Exponential Recovery Load (ERL), el cual es 

aplicado en escenarios donde la carga se recupera de 

forma exponencial luego de un cambio repentino en la 

tensión [4], [5]. 

El proceso de identificación paramétrica del modelo 

ERL ha sido abordado en varios trabajos. En [8] se 

resuelve el problema de optimización del proceso de 

identificación paramétrica con el método de optimización 

Trust-region-reflective. En [9] y [10] se menciona 

mínimo cuadrados no lineales, pero no se indica el 

algoritmo de solución. En [11] se compara Least-Squares 

(LS), Genetic Algorithm (GA) y Simulated Annealing 

(SA), donde recomienda el primero, aunque no indica el 

algoritmo de solución. En [12] se utiliza Levenberg-

marquardt y en [13] Genetic Algorithm. Además, 

ninguno de los trabajos precitados determina las 

características mínimas que deben contener las 

mediciones con el objeto de lograr estimar con suficiente 

precisión los parámetros del modelo de carga ERL.  

Con base en el análisis precitado del estado del arte, 

se encuentran las siguientes áreas que requieren mayor 

investigación y que son objeto de este trabajo:  

• Evaluar el desempeño de diferentes algoritmos de 

optimización en la estimación paramétrica del 

modelo de carga ERL, de manera que se 

determine el que mejor desempeño alcance y sea 

idóneo para esta aplicación, considerando la 

tendencia actual de que los procesos de 

identificación paramétrica tienden a ser 

automáticos y en línea [14]. En esta evaluación es 

importante considerar el ruido contenido en las 

mediciones sincrofasoriales, pues el objetivo es 

determinar el mejor algoritmo de optimización 

para ser utilizado en entornos prácticos. 

• Establecer las variaciones de tensión mínimas 

requeridas para lograr estimar los parámetros del 

modelo ERL con suficiente precisión [14], de 

manera que se puedan utilizar las metodologías de 

identificación paramétrica con mediciones 

sincrofasoriales reales.  

• Determinar si el ruido contenido en las 

mediciones sincrofasoriales reduce el desempeño 

de los procesos de identificación paramétrica del 

modelo de carga ERL, pues en [15], [16] se 

concluye que el ruido tiene un impacto negativo 

en la estimación paramétrica del modelo de carga 

ZIP. 

Con el propósito de alcanzar los objetivos planteados, 

este trabajo se estructura de la siguiente manera: la 

sección 2 presenta el marco teórico que sustenta este 

estudio; la sección 3 plantea la metodología utilizada para 

evaluar el desempeño de distintos algoritmos de 

optimización en el modelamiento de carga; la sección 4 

presenta los resultados obtenidos a partir de las 

simulaciones y análisis realizados y; la sección 5 recoge 

las conclusiones de esta investigación. 

2. MARCO TEÓRICO 

2.1 Modelo Exponential Recovery Load (ERL) 

El modelo de carga investigado en este trabajo es el 

modelo Exponential Recovery Load (ERL), el cual se 

define en las ecuaciones (1) y (2) para la potencia activa 

y, tal como se observa, es un modelo diferencial de 

primer orden [8]. 

𝑇𝑝

𝑑𝑃𝑟

𝑑𝑡
+ 𝑃𝑟 = 𝑃𝑠(𝑉) − 𝑃𝑡(𝑉) = 𝑃0 (

𝑉

𝑉0
)

𝛼𝑠

− 𝑃0 (
𝑉

𝑉0
)

𝛼𝑡

 (1) 

𝑃𝑙 = 𝑃𝑟 + 𝑃0 (
𝑉

𝑉0

)
𝛼𝑡

 (2) 

Donde: 𝑉0 es la tensión inicial, 𝑉 es la tensión medida 

por ejemplo por una PMU, 𝑇𝑝 es una constante de tiempo 

de recuperación de la potencia activa, 𝑃𝑟  es la potencia 

activa de recuperación (es una función de 𝑉), 𝑃0 es la 

potencia activa inicial, 𝑃𝑙  es la potencia activa consumida 

por la carga (variable de salida), 𝛼𝑠 es un parámetro para 

potencia activa en estado estable y, 𝛼𝑡 es un parámetro 

para potencia activa transitoria. 

Ecuaciones análogas a (1) y (2) se utilizan para el 

modelo ERL de potencia reactiva. 
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2.2 Identificación Paramétrica del Modelo ERL  

El proceso de identificación paramétrica tiene como 

objetivo estimar los tres parámetros del modelo ERL de 

potencia activa y los tres parámetros del modelo ERL de 

potencia reactiva, de manera que una vez ajustados, el 

modelo reproduzca fielmente el comportamiento real de 

las cargas. 

Para el modelo ERL de potencia activa, la idea es 

encontrar los valores de los parámetros 𝑇𝑝, 𝛼𝑠 y 𝛼𝑡 que 

minimicen la función objetivo (3), pero sujeto a las 

restricciones (4) y (5) [11]. Un proceso análogo se repite 

para los tres parámetros que definen el modelo ERL de 

potencia reactiva, con las mismas restricciones (4) y (5). 

𝑚𝑖𝑛 |∑  

𝑛

𝑖=1

(𝑃𝑖 − 𝑃𝑚𝑒𝑑𝑖
)

2
| (3) 

𝑙𝑏 = [0 0.63 0.05] (4) 

𝑢𝑏 = [2.4 18 5] (5) 

Donde: 𝑃𝑖  es la potencia calculada con el modelo de 

carga ERL, 𝑃𝑚𝑒𝑑  es la potencia efectivamente medida 

por una PMU, 𝑛 es la cantidad de muestras de las 

mediciones. 𝑙𝑏 y 𝑢𝑏 de (4) y (5) son los límites inferiores 

y superiores, respectivamente, y su orden es: 𝑇𝑝, 𝛼𝑠 y 𝛼𝑡. 

Los límites superiores (𝑢𝑏) e inferiores (𝑙𝑏) de (4) y 

(5) han sido establecidos de acuerdo con los valores 

recomendados en [8]-[13]. 

2.3 Algoritmos de Optimización 

Los procesos de identificación paramétrica tienen 

como base un problema de optimización que se resuelve 

mediante un algoritmo de optimización. En la literatura 

existe un gran número de estos algoritmos, sin embargo, 

en este trabajo se compara el desempeño de los 10 

algoritmos mostrados en la Tabla 1, pues son los más 

utilizados en la literatura en el modelamiento de carga 

[14]. 

Tabla 1: Algoritmos de Optimización Utilizados en este Trabajo.  

N.º Método de Optimización 

M1 Trust-region-reflective 

M2 Levenberg-marquardt 

M3 Interior-point 

M4 SQP 

M5 Active-set 

M6 Pattern search 

 
M7 Genetic algorithm 

M8 Particle swarm optimization 

M9 Simulated annealing algorithm 

M10 Differential evolution 

De manera general, los algoritmos de optimización se 

clasifican en tradicionales y heurísticos. Los 

tradicionales son utilizados para encontrar mínimos 

locales en la función objetivo, mientras los heurísticos se 

enfocan en mínimos globales, sin embargo, estos últimos 

requieren un mayor poder de cálculo, mayor tiempo de 

ejecución y, suelen alcanzar una menor precisión, pero 

generalmente suficiente. Dado que los algoritmos de 

optimización se encuentran bien documentados en la 

literatura, no se los detalla en este trabajo.  Además, se 

encuentran ampliamente implementados en programas 

de uso comercial y gratuitos, como MATLAB y Python. 

Para profundizar en las características de estos 

algoritmos se recomienda referirse a [17], sin embargo, 

es importante mencionar que los 10 algoritmos 

presentados en la Tabla 1 tienen la capacidad de manejar 

restricciones de límites superiores e inferiores, como los 

definidos en este problema de optimización en las 

ecuaciones (4) y (5). 

3. METODOLOGÍA 

La metodología para evaluar diferentes métodos de 

optimización en la estimación paramétrica del modelo de 

carga ERL se sintetiza en el diagrama de flujo de la Fig. 

1. Cada una de las etapas mostradas en esta figura se 

detallan a continuación: 

 

Figura 1: Diagrama de Flujo de la Metodología para Evaluar 

Diferentes Métodos de Optimización en la Estimación 

Paramétrica del Modelo de Carga ERL. 

3.1 Generación de Mediciones Sincrofasoriales 

Sintéticas 

Con el fin de comparar el desempeño de diversos 

algoritmos de optimización, resulta indispensable 

realizar pruebas controladas a nivel de laboratorio. Para 

ello, se emplean mediciones sincrofasoriales sintéticas 

generadas mediante simulaciones computacionales. Para 

esto se plantea el siguiente proceso:  

• Elegir un sistema de prueba de los de la literatura. 

Configurar las cargas de este sistema para que se 

comporten conforme el modelo de carga ERL. 

• Mediante Monte Carlo generar diversos y 

suficientes escenarios de operación donde varie la 

demanda del sistema, mediante la selección 
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aleatoria, con función de densidad uniforme, de la 

hora del día, y tomar de esta hora la demanda de 

diferentes curvas típicas de demanda, como 

residencial, comercial e industrial. 

• Ejecutar, para cada escenario, un flujo óptimo de 

potencia con el fin de determinar el despacho de 

cada generador. En caso de requerir, puede 

realizarse previamente un proceso de Unit 

Commitment, sin embargo, este no incide 

directamente en los objetivos de la presente 

investigación, por lo que no se considera en el 

análisis principal. 

• Mediante Montecarlo generar eventos para cada 

escenario de operación, como fallas, variaciones 

de carga, cambio en los TAP de los 

transformadores, entre otros, con función de 

densidad uniforme. Para las variaciones de la 

carga se pueden utilizar funciones de densidad 

con mayor probabilidad de cambios menores en la 

demanda. 

• Ejecutar simulaciones en el dominio fasorial 

(RMS). 

• Guardar las simulaciones de tensión, potencia 

activa y reactiva de las barras de carga del sistema, 

con una tasa de muestreo igual a como lo haría una 

PMU instalada en dicha barra. Para este trabajo se 

ha elegido igual a la frecuencia de la red, es decir, 

50 o 60 FPS. Las tasas de muestreo de las PMU se 

pueden consultar en [6]. 

• Finalmente, añadir ruido blanco Gaussiano con 

los valores de SNR (signal-to-noise ratio) 

mostrados en (6), de manera que las mediciones 

sintéticas sean similares a las reales [16]. 

𝑆𝑁𝑅(𝑉 𝑃 𝑄) = (73 65 49)𝑑𝐵 (6) 

  

3.2 Indicadores de Desempeño 

El proceso de identificación paramétrica, descrito en 

la sección 2.2, se ejecuta para cada barra de carga del 

sistema de prueba, para cada escenario de operación, y 

con cada uno de los diez algoritmos de optimización de 

la Tabla 1. Con el objeto de comparar el desempeño de 

cada uno de estos algoritmos se utilizan los siguientes 

cuatro indicadores, los cuales son planteados en [14]. 

3.2.1 Tiempo de ejecución 

Este indicador cuantifica el tiempo que tarda un 

algoritmo de optimización en encontrar una solución 

viable, es decir, que minimice la función objetivo y que 

cumpla con las restricciones. Para que un algoritmo sea 

adecuado para una metodología de modelamiento de 

carga automatice y en línea, el objetivo es que este tiempo 

esté en el orden de unas cuantas decenas de segundo [2]. 

 

3.2.2 Cantidad de soluciones viables (CSV) 

El indicador CSV representa el porcentaje de 

escenarios en los que un algoritmo de optimización logra 

encontrar una solución viable, es decir, minimizar la 

función objetivo satisfaciendo las restricciones. 

3.2.3 Error en la estimación de parámetros (EEP) 

El indicador EEP permite cuantificar el error (en 

porcentaje) asociado a la estimación de los tres 

parámetros que definen al modelo ERL. Este indicar se 

calcula por separado para los modelos ERL de potencia 

activa y reactiva, y se define como sigue: 

𝐸𝐸𝑃 =  promedio (
|𝑝estimados − 𝑝reales |

|𝑢𝑏 − 𝑙𝑏|
) × 100 (7) 

 

Donde: 𝑝𝑟𝑒𝑎𝑙𝑒𝑠  y 𝑝𝑒𝑠𝑡𝑖𝑚𝑎𝑑𝑜𝑠 son vectores que 

contienen los tres parámetros reales y estimados, 

respectivamente, del modelo de carga ERL. Los límites 

inferiores (𝑙𝑏) y superiores (𝑢𝑏) son los mostrados en (4) 

y (5).  

Cabe destacar que el indicador EEP no es aplicable 

en entornos reales, dado que los valores verdaderos de los 

parámetros del modelo ERL no son conocidos. A pesar 

de esto, su utilidad radica en el contexto de simulación, 

donde permite comparar objetivamente el desempeño de 

distintos algoritmos de optimización. 

3.2.4 Error cuadrático medio estandarizado 

(𝑹𝑴𝑺𝑬∆𝑷) 

Este indicador está enfocado específicamente para 

comparar el desempeño de diferentes métodos de 

optimización en el modelamiento de carga y se basa en el 

conocido Error Cuadrático Medio, pero estandarizado 

con respecto a la magnitud de variación de la potencia 

(∆𝑃), tal como se observa a continuación: 

𝑅𝑀𝑆𝐸∆𝑃 =

√∑  𝑛
𝑖=1 (𝑃𝑖 − 𝑃𝑚𝑒𝑑𝑖

)
2

𝑛

∆𝑃
 

(8) 

Donde: P_i, P_med y n se definen de forma similar 

que para (3) y, ∆P es la magnitud de variación de potencia 

(activa o reactiva) que se calcula como la diferencia entre 

el valor máximo y mínimo que alcanza la potencia en la 

ventana de tiempo a utilizar.Evaluación del Desempeño 

de los Algoritmos de Optimización 

El desempeño de los algoritmos de optimización para 

la estimación de los parámetros del modelo ERL se 

evalúa y compara mediante los cuatro indicadores 

previamente definidos y al utilizar tres tipos de 

mediciones sincrofasoriales: sin ruido, con ruido, y 

filtradas (señales con ruido sometidas a una etapa de 

filtrado). El objetivo es verificar que los algoritmos de 

optimización mantengan un rendimiento adecuado con 

estos tres tipos de señales, ya que en [14] se observa que 
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ciertos algoritmos no son robustos frente al ruido (las 

mediciones sincrofasoriales contienen ruido en el mundo 

real). 

Adicionalmente, se recomienda que los indicadores, 

exceptuando el tiempo de ejecución, sean analizados en 

función de la magnitud de variación de tensión (∆𝑉). En 

particular, resulta crítico observar el comportamiento de 

los algoritmos ante datos tipo ambiente (∆𝑉 < 0.03 𝑃𝑈) 

de PMU, pues son los más comunes y disponibles en los 

sistemas eléctricos reales. 

3.3 Determinación del Algoritmo de Identificación 

Paramétrica del Modelo de Carga ERL 

Tal como se observa en la Fig. 1, y una vez definido 

el mejor método de optimización para estimar los 

parámetros del modelo de carga ERL, la última etapa 

consiste en determinar el algoritmo de identificación 

paramétrica para este modelo. Para esto es necesario: 

definir los requisitos mínimos en las mediciones 

sincrofasoriales, en lo que respecta a la mínima variación 

de tensión que es necesaria para asegurar con gran 

probabilidad que los parámetros estimados del modelo 

ERL son precisos y; los valores de  𝑅𝑀𝑆𝐸∆𝑃 que indiquen 

con gran probabilidad que el modelo fue estimado con 

suficiente precisión. 

4. RESULTADOS 

4.1 Sistema de Prueba 

Para el desarrollo de este trabajo se ha seleccionado y 

empleado como sistema de prueba el modelo IEEE de 39 

barras implementado en PowerFactory, no obstante, de 

acuerdo con la metodología planteada en la sección 3.1, 

se han realizado las siguientes adaptaciones:  

• Las 19 cargas que conforman este sistema han 

sido configuradas para que se comporten según el 

modelo ERL, sin embargo, dado que el modelo 

ERL no está disponible de forma nativa en 

PowerFactory, se lo ha programado en lenguaje 

DSL (DIgSILENT Simulation Language). 

• Con base en Monte Carlo se han construido 11 mil 

diferentes escenarios de operación y en cada uno 

de ellos se varia de forma aleatoria: los parámetros 

de los modelos ERL de cada una de las cargas de 

acuerdo con los valores recomendados en [8]-

[13]; la demanda de cada carga de acuerdo con la 

selección aleatoria de la potencia consumida, a 

cierta hora del día, de una curva de demanda, sea 

residencial, comercial o industrial. Todo esto se 

realiza con programación DPL (DIgSILENT 

Programming Language). 

• Se ejecuta un flujo óptimo de potencia (OPF) para 

obtener el despacho económico de cada 

generador. No se realizó un proceso previo de 

Unit Commitment, por lo que todos los 

generadores estuvieron disponibles para el OPF. 

• Se asigna de forma aleatoria a cada escenario de 

operación un evento. Los eventos pueden ser: 

cambio en el TAP de un transformador, variación 

con magnitud aleatoria de la demanda de una 

carga, falla en una línea de transmisión a una 

distancia aleatoria, o salida aleatoria de un 

generador. 

• Para cada escenario se realizan 10 segundos de 

simulaciones dinámicas del tipo fasorial (RMS).  

• En archivos planos se guardan las simulaciones, 

específicamente las variables de tensión, potencia 

activa y potencia reactiva. La tasa de muestreo es 

de 60 FPS. 

• Se agrega ruido con los valores de SNR de (6). 

A partir de lo descrito previamente, se han simulado 

los escenarios de operación y se han almacenado las 

correspondientes mediciones sincrofasoriales sintéticas. 

La cantidad de registros, agrupados por magnitud de 

variación de tensión (ΔV), se presentan en la Fig. 2. La 

cantidad mínima de registros en las barras de la Fig. 2 es 

de 86, y se da para ΔV entre 0.13 y 0.14 pu.  

Finalmente, para evitar sesgos en los resultados de los 

procesos de identificación paramétrica derivados de una 

distribución desigual en la cantidad de registros por 

magnitud de variación de tensión (ΔV), se ha establecido 

un límite uniforme de 86 registros para cada rango 

mostrado en la Fig. 2. De esta manera, dado que se tienen 

63 barras en la Fig. 2, se obtiene un total de 63𝑥87 =
5481 registros. 

 

Figura 2: Cantidad de Escenarios por Magnitud de Variación de 

Tensión. 

4.2 Evaluación del desempeño de los Algoritmos 

de Optimización 

4.2.1 Tiempo de ejecución 

La Fig. 3 presenta los tiempos de ejecución asociados 

a la estimación del modelo ERL de potencia reactiva, 

utilizando mediciones sincrofasoriales filtradas. Esta 

figura contiene diez diagramas de caja, correspondientes 

a los diez algoritmos de optimización enumerados en la 

Tabla 1, manteniendo el mismo orden de presentación. 

La elección de diagramas de caja responde a la necesidad 

de representar la distribución estadística del tiempo de 

ejecución calculado para los 5481 registros obtenidos del 
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sistema de prueba.  

Al analizar la Fig. 3 se concluye que los tiempos de 

ejecución asociados a la estimación del modelo ERL son 

reducidos en la mayoría de los casos, con excepción de 

los algoritmos Genetic Algorithm y Simulated annealing, 

que presentan una carga computacional 

significativamente mayor. Este comportamiento sugiere 

que, salvo los dos algoritmos precitados, los restantes son 

adecuados para su implementación en esquemas de 

identificación paramétrica automáticos y en línea del 

modelo ERL, tal como se requiere en aplicaciones 

modernas de los sistemas eléctricos. 

Por último, cabe señalar que los tiempos obtenidos 

para la estimación del modelo ERL de potencia activa, 

así como al utilizar señales con o sin ruido, son idénticos 

a los de la Fig. 3. 

 

Figura 3: Tiempo de Ejecución de 10 Algoritmos de Optimización.  

4.2.2 Cantidad de Soluciones Viables (CSV) 

La Fig. 4 presenta los valores del indicador CSV 

obtenidos para cada uno de los diez algoritmos de 

optimización, clasificados según la magnitud de 

variación de tensión (∆𝑉). Estos resultados corresponden 

a la estimación de los modelos ERL de potencia activa, 

aunque los valores alcanzados para el modelo de potencia 

reactiva (Q) son muy similares. 

En la Fig. 4 se muestra la comparación del desempeño 

de los algoritmos bajo dos condiciones: al utilizar 

mediciones sincrofasoriales sin ruido, Fig. 4 a), y al 

emplear mediciones con ruido más una etapa de filtrado, 

Fig. 4 b). 

Al analizar conjuntamente las gráficas a) y b) de la 

Fig.4 se concluye lo siguiente:  

• El algoritmo Active-set es el que menor 

desempeño alcanza, por lo que no se recomienda 

su utilización en la estimación paramétrica del 

modelo ERL. 

• Todos los algoritmos, salvo Active-set, presentan 

un desempeño ideal al emplear mediciones sin 

ruido. Por el contrario, al utilizar señales filtradas 

(en el mundo real las mediciones sincrofasoriales 

tienen ruido y se las filtra), su desempeño se 

reduce considerablemente, sobre todo para datos 

tipo ambiente de PMU (mediciones con ∆𝑉 

menores a 0.03 pu [14]), que vale aclarar, son los 

de mayor disponibilidad en un sistema eléctrico. 

• Al emplear señales filtradas, Fig. 4 b), los 

algoritmos Simulated annealing y Differential 

evolution presentan un desempeño menor a los 

otros algoritmos, por lo que se concluye que no 

son los más adecuados para esta aplicación. 

• Los algoritmos Trust-region-reflective, 

Levenberg-marquardt, Interior-point y SQP, hasta 

este punto del análisis, son los más adecuados 

para esta aplicación. Pattern search y Genetic 

algorithm, aunque tienen un desempeño similar a 

los otros algoritmos en la Fig. 4 b), requieren de 

considerables mayores recursos computacionales, 

tal como se observa en la Fig. 3. 

4.2.3 Error en la Estimación de Parámetros (EEP) 

La Fig. 5 presenta la media del EEP obtenido para 

cada uno de los diez algoritmos de optimización, 

clasificados según la magnitud de variación de tensión 

(∆𝑉). Estos resultados corresponden a la estimación de 

los modelos ERL de potencia reactiva, aunque los valores 

alcanzados para el modelo de potencia activa (P) son 

similares. 

En la Fig. 5 se muestra la comparación del desempeño 

de los algoritmos bajo dos condiciones: al utilizar 

mediciones sincrofasoriales sin ruido, Fig. 5 a), y al 

emplear mediciones con ruido más una etapa de filtrado, 

Fig. 5 b). 

Al analizar conjuntamente las gráficas a) y b) de la 

Fig. 5 se obtienen las mismas conclusiones que para el 

indicador anterior (CSV), donde, en resumen, se 

recomienda utilizar cualquiera de los siguientes 

algoritmos: Trust-region-reflective, Levenberg-

marquardt, Interior-point o SQP.  

4.2.4 Error Cuadrático Medio Estandarizado 

(𝑹𝑴𝑺𝑬∆𝑷) 

En la Fig. 6 se presenta la media del indicador 

𝑅𝑀𝑆𝐸∆𝑃, clasificado por magnitud de variación de 

tensión (∆𝑉), al estimar el modelo ERL de potencia 

activa con mediciones sincrofasoriales filtradas. Una 

figura similar se obtiene para el modelo ERL de potencia 

reactiva. 

 Al analizar la Fig. 6 se observa que todos los 

algoritmos alcanzan 𝑅𝑀𝑆𝐸∆𝑃 similares, por lo cual, con 

base en este indicador, no se puede elegir un algoritmo 

por sobre otro. Este particular es un gran aporte al estado 

del arte, pues los pocos trabajos que comparan el 

desempeño de diferentes algoritmos de optimización en 

el modelamiento de carga utilizan como indicador el 

Error Cuadrático Medio (RMSE), sin embargo, en este 

trabajo se demuestra que los algoritmos, aunque alcanza 

los mismos valores de RMSE, no tienen el mismo 

desempeño. Como solución a este problema, justamente 

se debe investigar el mejor algoritmo de optimización 
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para cada modelo de carga a estimar. 

 
Figura 6: Media del 𝑹𝑴𝑺𝑬∆𝑷 con Mediciones con Ruido + Filtro. 

4.3 Algoritmo de Identificación Paramétrica del 

Modelo de Carga ERL 

De la sección anterior se concluye que los algoritmos 

que alcanzan el mejor desempeño para la estimación de 

los parámetros del modelo ERL son Trust-region-

reflective, Levenberg-marquardt, Interior-point y SQP. 

De estos se podría elegir utilizar cualquiera de ellos. 

Una vez escogido uno de estos métodos, y con el fin 

de proponer un algoritmo de identificación paramétrica, 

es necesario determinar las características mínimas que 

deben contener las mediciones sincrofasoriales con el 

objeto de lograr estimar con precisión los parámetros de 

los modelos ERL. Para esto se analiza la Fig. 4 b), en la 

cual se observa que a partir con ∆𝑉 > 0.003 𝑝𝑢 se logra 

estimar el modelo ERL en el 90% de escenarios. Este es 

un aporte al estado del arte, pues en ningún trabajo se 

determina este valor.  

Por otro lado, otro tema que se debe definir para 

proponer un algoritmo de identificación paramétrica es el 

valor del indicador 𝑅𝑀𝑆𝐸∆𝑃 bajo el cual se indique con 

gran probabilidad que el modelo ERL fue estimado con 

una precisión suficiente. Esto se da puesto que en el 

mundo real no se puede calcular el indicador EEP, pero 

si el 𝑅𝑀𝑆𝐸∆𝑃. Para esto, en la Fig. 7 a) se presenta la 

relación entre el 𝑅𝑀𝑆𝐸∆𝑃 y el EEP, clasificado por 

rangos de 𝑅𝑀𝑆𝐸∆𝑃, para el algoritmo de optimización 

Trust-region-reflective. Gráficas muy similares a la Fig. 

7 a) se obtienen para los algoritmos Interior-point y SQP. 

Por el contrario, para el algoritmo Levenberg-marquardt, 

esta relación entre 𝑅𝑀𝑆𝐸∆𝑃 y EEP se presenta en la Fig. 

7 b). 

Al analizar las dos Fig. 6 se observa claramente que 

el límite que se debe definir para el indicador 𝑅𝑀𝑆𝐸∆𝑃 es 

0.03, pues para valores superiores los EEP alcanzados 

crecen considerablemente. 

Por otro lado, un tema bastante particular al comparar 

la dos Fig. 6 es que, para un 𝑅𝑀𝑆𝐸∆𝑃 de 0.03, la Fig. 7 a) 

alcanza menores EEP. Esto quiere decir que los 

algoritmos de optimización Trust-region-reflective, 

Interior-point y SQP tienen un desempeño superior a 

Levenberg-marquardt. Esto es un aporte al estado del 

arte, pues el algoritmo Levenberg-marquardt es uno de 

los más utilizados en el modelamiento de carga, sin 

embargo, en esta investigación se demuestra que existen 

otros algoritmos que alcanzan mejores desempeños. 

A partir de los resultados previamente obtenidos, se 

establece el siguiente algoritmo de identificación 

       a)                                                                                    b) 

     
Figura 4: Número de Soluciones Viables del Modelo ERL de Potencia Activa. a) Sin Ruido. b) Con Ruido + Filtro. 

      a)                                                                                    b) 

 
Figura 5: EEP para el Modelo ERL de Potencia Reactiva. a) Sin Ruido. b) Con Ruido + Filtro. 

 

71



Edición No. 22, Issue II, Enero 2026 

 

paramétrica para el modelo de carga ERL: 

1. Recepción de datos: se reciben mediciones 

sincrofasoriales correspondientes a una barra de 

carga y con una duración de 10 segundos. 

2. Preprocesamiento de datos: las mediciones se 

someten a una etapa de filtrado o suavizado de 

datos para reducir la influencia del ruido. 

3. Verificación de variación de tensión: se 

comprueba que la magnitud de variación de 

tensión (∆𝑽) sea superior a 0.003 pu.  

• Si ∆𝑽 ≤ 𝟎. 𝟎𝟎𝟑 𝒑𝒖 se descarta la serie 

temporal y se espera por un nuevo conjunto 

de datos desde el paso 1. 

• Si ∆𝑽 > 𝟎. 𝟎𝟎𝟑 𝒑𝒖, se continua con el 

siguiente paso. 

4. Identificación paramétrica: se ejecuta el 

proceso de identificación paramétrica definido 

en la sección 2.2, utilizando uno de los siguientes 

algoritmos: Trust-region-reflective, Interior-

point o SQP. 

5. Evaluación de la precisión: se calcula el 

indicador 𝑹𝑴𝑺𝑬∆𝑷. 

• Si 𝑹𝑴𝑺𝑬∆𝑷 ≤ 𝟎. 𝟎𝟑, se considera que los 

parámetros del modelo ERL han sido 

estimados correctamente.  

• Si 𝑹𝑴𝑺𝑬∆𝑷 > 𝟎. 𝟎𝟑, se considera que el 

modelo ERL ha sido estimado con 

insuficiente precisión, por lo que se descartan 

los resultados y se espera por un nuevo 

conjunto de datos desde el paso 1. 

6. Reinicio del algoritmo: se vuelve al paso 1 y se 

espera por la recepción de un nuevo conjunto de 

datos. 

5. CONCLUSIONES Y TRABAJOS FUTUROS 

En este trabajo se ha desarrollado un algoritmo de 

identificación paramétrica para el modelo de carga ERL, 

orientando su aplicación para metodologías automáticas 

y en línea que utilicen mediciones sincrofasoriales. Para 

ello, se ha llevado a cabo una evaluación comparativa de 

diez algoritmos de optimización, y se ha determinado que 

tres algoritmos alcanzan los mejores desempeños: Trust-

region-reflective, Interior-point y SQP.  

Asimismo, se ha establecido la magnitud mínima de 

variación de tensión requerida en las mediciones 

sincrofasoriales para garantizar con gran probabilidad 

una estimación confiable del modelo ERL. Finalmente, 

se ha determinado el valor límite del indicador 𝑅𝑀𝑆𝐸∆𝑃, 

el cual permite inferir, con alta probabilidad, que el 

modelo ERL ha sido estimado con suficiente precisión.  

Además de lo anterior, se ha demostrado que el 

algoritmo de optimización Levenberg-marquardt, que es 

uno de los más utilizados en el modelamiento de carga, 

no es el que alcanza los mejores resultados. Trust-region-

reflective, Interior-point y SQP obtienen un desempeño 

superior. 

Como trabajos futuros se plantea evaluar el algoritmo 

planteado en este trabajo con mediciones sincrofasoriales 

obtenidas de sistemas eléctricos reales. 
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Abstract 

 

Currently, accurately modeling loads, representing their 

dynamic behavior, and capturing variations in load 

model parameters over time is a fundamental issue. To 

this end, synchrophasor measurements, automatic and 

online load modeling methodologies, and new dynamic 

load models are used today. Recently, a research project 

has proposed the Oscillatory Component Load (OCL) 

model, which has the advantage of representing not only 

the static and exponential recovery behavior of loads, 

but also their oscillatory behavior. In this regard, the 

parametric identification process of this OCL model has 

not been investigated in depth, therefore this work does 

so, from determining the best optimization method for 

the parametric identification process to determining the 

characteristics that synchrophasor measurements must 

contain to obtain accurate OCL models. 

Resumen 

 

Actualmente modelar adecuadamente las cargas, 

representar su comportamiento dinámico y capturar las 

variaciones de los parámetros de los modelos de carga 

en el tiempo es un tema fundamental. Para esto hoy en 

día se utilizan mediciones sincrofasoriales, 

metodologías de modelamiento de carga automáticas y 

en línea y, nuevos modelos de carga dinámicos. En el 

último tiempo en un trabajo de investigación se ha 

planteado el Oscillatory Component Load Model 

(OCL), el cual tiene como aporte que permite 

representar no solamente el comportamiento estático y 

exponencial de recuperación de las cargas, sino también 

el comportamiento oscilatorio. En este sentido, el 

proceso de identificación paramétrica de este modelo 

OCL no ha sido investigado a profundidad, por lo que 

se lo realiza en este trabajo, desde determinar el mejor 

método de optimización para el proceso de 

identificación paramétrica, hasta las características que 

deben contener las mediciones sincrofasoriales para 

obtener modelos de carga OCL precisos. 

Index terms—Load Modeling, OCL, Oscillatory 

Component Load Model, Parametric Identification, 

PMU, Synchrophasor. 

Palabras clave— Modelamiento de carga, OCL, 

Oscillatory Component Load Model, Identificación 

Paramétrica, PMU, sincrofasor. 
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1. INTRODUCCIÓN 

Los sistemas eléctricos de potencia operan cada vez 

más cerca de sus límites de estabilidad debido, 

principalmente, al crecimiento de la demanda y a la 

inclusión de centrales de generación con energías 

renovables. Esta situación conlleva a que 

progresivamente se deban realizar simulaciones más 

precisas, sobre todo en estado dinámico, para lo cual es 

necesario tener modelos validados de los componentes 

que conforman un sistema eléctrico [1]. Dentro de estos 

componentes, la carga es uno de los elementos más 

desafiantes de estimar, pues sus modelos varían 

continuamente con el tiempo [2], [3], a diferencia de, por 

ejemplo, las líneas de transmisión, cuyo modelo no 

cambia con el tiempo. 

Además de lo anterior, representar adecuadamente la 

dinámica de las cargas es fundamental. Un claro ejemplo 

se muestra en la Figura 1 (tomada de [4]), la cual 

representa un apagón (black-out) ocurrido el 10 de agosto 

de 1996 en el sistema “Western Systems Coordinating 

Council (WSCC)” de EEUU, específicamente en la 

interconexión California-Oregon (COI) [4]. En la Figura 

1 a) se muestra las mediciones reales de las oscilaciones 

de potencia. En la Figura 1 b) la respuesta simulada con 

un caso de estudio base. En la Figura 1 c) se observa la 

respuesta del sistema una vez realizado un proceso de 

validación a los modelos eléctricos de varios elementos 

de la red, entre ellos al modelo de la carga al cual se le 

añadió varias cargas estáticas y, la dinámica de los 

motores de inducción de los aires acondicionados. Este 

ejemplo permite resaltar la importancia de modelar 

adecuadamente el comportamiento estático y dinámico 

de las cargas. 

Con base en lo anterior, para lograr capturar la 

dinámica de las cargas es necesario contar con sistemas 

de medición que lo permitan [5]. Las mediciones 

sincrofasoriales provenientes de Unidades de Medición  

Fasorial (PMU) son idóneas [2], [3], pues una de sus 

principales ventajas es que reportan hasta 50 o 60 fasores 

por segundo (FPS, frames per second) [6], lo cual 

permite capturar la dinámica de los sistemas y, por ende, 

estimar los parámetros de los modelos de carga 

dinámicos. 

Por otro lado, para representar el comportamiento 

dinámico de las cargas existen varios modelos. El 

primero y más conocido es el modelo dinámico de un 

motor de inducción, sin embargo, este tiene varios 

parámetros por determinar, además de ser complejo [2], 

[3]. Como solución, en la literatura se ha planteado el 

modelo Exponential Recovery load (ERL), el cual es 

aplicado en escenarios donde la carga se recupera de 

forma exponencial luego de un cambio repentino en la 

tensión. Varios estudios como [3], [7], [8] abordan este 

modelo, sin embargo, tiene como inconveniente que no 

puede representar el componente oscilatorio de las 

cargas. Ante esto, en [9] se plantea un nuevo modelo 

llamado Oscillatory Component Load Model (OCL), el 

cual es deducido de una ecuación diferencial de segundo 

orden que contempla tres componentes: uno estático, uno 

de recuperación exponencial y, uno de oscilaciones 

amortiguadas, siendo este último el aporte y ventaja de 

este modelo. Por otro lado, el proceso de identificación 

paramétrica planteado en [9] se basa en minimizar una 

función objetivo en base a mínimos cuadrados, que 

compara las mediciones de potencia reales frente a las 

mediciones estimadas por el modelo OCL, y se lo 

resuelve con la técnica de optimización Levenberg-

Marquardt.  

Con base en lo anterior, y dado que el modelo OCL 

ha sido estudiando únicamente en [9], se encuentran las 

siguientes áreas por investigar:  

• Determinar el mejor algoritmo de optimización 

para minimizar la función objetivo del proceso de 

 

Figura 1: Ejemplo de un Apagón en el Sistema WSCC. a) Mediciones Reales. b) Simulación con el Caso Base. Fuente [4]. 
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identificación paramétrica del modelo OCL con 

mediciones sincrofasoriales, pues en la literatura 

se utilizan varios, como los mostrados en la Tabla 

1 [10]. 

• Establecer las características mínimas 

recomendables en las mediciones sincrofasoriales 

para lograr estimar con precisión los parámetros 

del modelo de carga OCL [10]. 

• Evaluar el impacto que tiene el ruido de las 

mediciones sincrofasoriales en la estimación del 

modelo de carga OCL, pues en [11], [12] se 

demuestra que el ruido tiene un impacto 

significativo y negativo en la estimación 

paramétrica de otros modelos de carga. 

Justamente las áreas por investigar mencionadas 

anteriormente son las que se abordan en este trabajo. En 

este sentido, para cumplir con estos objetivos, este 

documento se organiza de la siguiente manera: en la 

segunda sección se describe el marco teórico; en la 

tercera sección se presenta la metodología utilizada para 

evaluar diferentes técnicas de optimización; en la cuarta 

sección se obtienen los resultados y; en la quinta sección 

se presentan las conclusiones. 

2. MARCO TEÓRICO 

2.1 Modelamiento de Carga 

El modelamiento de carga es una tarea que permite 

determinar un modelo matemático que represente 

adecuadamente el funcionamiento de las cargas de un 

sistema eléctrico en diferentes estudios o aplicaciones. El 

modelamiento de carga abarca dos etapas: la elección de 

un modelo de carga y, la estimación de los valores de los 

parámetros del modelo elegido [13]. En este trabajo se 

aborda al modelo de carga OCL, por lo que se lo define a 

continuación: 

2.1.1 Modelo de carga oscillatory component load 

(OCL) 

El modelo Oscillatory Component Load Model 

(OCL) se deriva de una ecuación diferencial de segundo 

orden que considera tres tipos de componentes llamados: 

estático, recuperación exponencial y oscilaciones 

amortiguadas. Este modelo ha sido planteado en la 

literatura en [9], donde las ecuaciones (1) a (3) son para 

potencia activa, y (4) a (6) para potencia reactiva [9]. 

𝑝𝑑(𝑡) = 𝑉̃𝛼𝑃(𝑡) + 𝐾Peap 𝑥Pexp (𝑡) + 𝐾Posc 𝑥Posc (𝑡) (1) 

𝑇𝑃

𝑑𝑥𝑃exp
(𝑡)

𝑑𝑡
+ 𝑥𝑃exp

(𝑡) =
𝑑𝑉̃(𝑡)

𝑑𝑡
 

(2) 

𝑑2𝑥𝑃out 
(𝑡)

𝑑𝑡2 + 2𝛽𝑃𝜔𝑜𝑃

𝑑𝑥𝑃osc 
(𝑡)

𝑑𝑡
+ 𝜔𝑜𝑃

2 𝑥𝑃out 
(𝑡) =

𝑑𝑉̃(𝑡)

𝑑𝑡
 (3) 

𝑞𝑑(𝑡) = 𝑉̃𝛼𝑄(𝑡) + 𝐾𝑄exp𝑥𝑄𝑎𝑝
(𝑡) + 𝐾𝑄𝑜𝑥𝑥𝑥𝑄𝑎𝑥𝑐

(𝑡) (4) 

𝑇𝑄

𝑑𝑥𝑄exp
(𝑡)

𝑑𝑡
+ 𝑥𝑄exp

(𝑡) =
𝑑𝑉̃(𝑡)

𝑑𝑡
 

(5) 

𝑑2𝑥𝑄out 
(𝑡)

𝑑𝑡2 + 2𝛽𝑄𝜔𝑜𝑄

𝑑𝑥𝑄ouc 
(𝑡)

𝑑𝑡
+ 𝜔𝑜𝑄

2 𝑥𝑄out 
(𝑡) =

𝑑𝑉̃(𝑡)

𝑑𝑡
 (6) 

Donde: 

• 𝛼𝑃y 𝛼𝑄 son constantes que cuantifican la 

componente estática exponencial. 

• 𝑥𝑃𝑒𝑥𝑝 y 𝑥𝑄𝑒𝑥𝑝 son variables de estado 

correspondiente a la recuperación exponencial. 

• 𝑥𝑃𝑜𝑠𝑐  y 𝑥𝑄𝑜𝑠𝑐  son variables de estado 

correspondiente a la componente oscilatoria.  

• 𝐾𝑃𝑒𝑥𝑝 y 𝐾𝑃𝑜𝑠𝑐  representan las proporciones o 

pesos de la componente de recuperación 

exponencial y oscilatoria, respectivamente, para 

el modelo de potencia activa. 

• 𝐾𝑄𝑒𝑥𝑝 y 𝐾𝑄𝑜𝑠𝑐  representan las proporciones o 

pesos de la componente de recuperación 

exponencial y oscilatoria, respectivamente, para 

el modelo de potencia reactiva. 

• 𝑇𝑃 y 𝑇𝑄 son constantes de tiempo exponenciales. 

• 𝛽𝑃 y 𝛽𝑄 son factores de amortiguamiento. 

• 𝜔0𝑃 y 𝜔0𝑄 es la frecuencia natural. 

2.1.2 Identificación paramétrica del modelo OCL 

La identificación paramétrica es un proceso que 

determina el valor de los parámetros de un modelo de 

carga de modo que, cuando se ajustan estos parámetros, 

los modelos de carga reproducen fielmente el 

comportamiento real de las cargas. 

Para el caso del modelo OCL, la idea es determinar 

los 6 parámetros que definen el modelo OCL de potencia 

activa (𝛼𝑃, 𝐾𝑃𝑒𝑥𝑝, 𝐾𝑃𝑜𝑠𝑐 , 𝑇𝑃, 𝛽𝑃, 𝜔0𝑃), mediante la 

minimización de la función objetivo (7), sujeto a 

restricciones de límites superior e inferior para estos 6 

parámetros. Un proceso análogo se repite para los 6 

parámetros que definen el modelo OCL de potencia 

reactiva. 

𝑚𝑖𝑛 |∑  

𝑛

𝑖=1

(𝑃𝑖 − 𝑃𝑚𝑒𝑑𝑖
)

2
| (7) 

Donde: 𝑃𝑖  es la potencia estimada con el modelo de 

carga OCL, 𝑃𝑚𝑒𝑑  es la potencia medida por una PMU, y 

𝑛 es la cantidad de muestras de la serie temporal. Por 

ejemplo, para 10 segundos de mediciones de una PMU 

con 60 FPS, 𝑛 = 600. 

Los límites superiores (𝑢𝑏) e inferiores (𝑙𝑏) para los 

seis parámetros del modelo OCL de potencia activa se 

presentan en (8) y (9), y para el modelo de potencia 

reactiva en (10) y (11). Estos límites han sido obtenidos 

de los valores recomendados en [9]. 

𝑙𝑏𝑃 = [0.01    0.004    − 41    0.019    0.15    4.94] (8) 

𝑢𝑏𝑃 = [0.16    0.28    5.7    5.3    1    25] (9) 

𝑙𝑏𝑄 = [0.01    − 0.034    − 19    0.61    0.097    4.8] (10) 
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𝑢𝑏𝑃 = [4.7    1.8    21.6    7.1    1    25.6] (11) 

Donde el orden de los parámetros es: 𝛼𝑃, 𝐾𝑃𝑒𝑥𝑝, 

𝐾𝑃𝑜𝑠𝑐 , 𝑇𝑃, 𝛽𝑃 y 𝜔0𝑃. 

2.2 Métodos de Optimización 

Para minimizar una función objetivo, en este caso la 

mostrada en (7), es necesario aplicar un método de 

optimización. En este trabajo se compara el desempeño 

de diez métodos de optimización, los cuales se enlistan 

en la Tabla 1. 

Dado que los métodos de optimización se encuentran 

ampliamente documentados en la literatura [14] e 

implementados en programas comerciales o de código 

abierto como MATLAB y Python, no se los desarrolla en 

este trabajo. No obstante, es importante mencionar que, 

de manera general, estos métodos pueden clasificarse en 

deterministas (tradicionales) y heurísticos o 

metaheurísticos. Los métodos deterministas pueden 

garantizar la convergencia al óptimo global únicamente 

cuando la función objetivo es convexa; en problemas no 

convexos, su desempeño depende de las condiciones 

iniciales y pueden converger a óptimos locales. Por su 

parte, los métodos heurísticos y metaheurísticos no 

ofrecen garantías formales de optimalidad global, pero 

emplean estrategias de exploración más amplias que les 

permiten aproximarse a soluciones cercanas al óptimo 

global, usualmente con un mayor costo computacional 

[14]. Los primeros cinco métodos de la Tabla 1 son 

tradicionales, mientras los restantes son heurísticos. 

Tabla 1: Métodos de Optimización.  

N.º Método de Optimización 

M1 Trust-region-reflective 

M2 Levenberg-marquardt 

M3 Interior-point 

M4 SQP 

M5 Active-set 

M6 Pattern search 
 

M7 Genetic algorithm 

M8 Particle swarm optimization 

M9 Simulated annealing algorithm 

M10 Differential evolution 

3. METODOLOGÍA 

La metodología para evaluar diferentes métodos de 

optimización en la estimación paramétrica del modelo de 

carga OCL se sintetiza en el diagrama de flujo de la 

Figura 2. Cada una de las etapas mostradas en esta figura 

se detallan a continuación: 

 

 

Figura 2: Diagrama de Flujo de la Metodología para Evaluar 

Diferentes Métodos de Optimización en la Estimación 

Paramétrica del Modelo de Carga OCL. 

3.1 Generación de Mediciones Sincrofasoriales 

Sintéticas  

Con el objeto de evaluar las diferentes técnicas de 

optimización en el proceso de identificación paramétrica 

del modelo de carga OCL es necesario utilizar un sistema 

de prueba, de manera que se generen mediciones 

sincrofasoriales sintéticas de las barras de carga de dicho 

sistema. Para esto se plantea seguir el siguiente proceso: 

• Seleccionar un sistema de prueba. 

• Configurar las cargas para que su comportamiento 

sea en base al modelo de carga OCL.  

• Mediante Monte Carlo generar una gran cantidad 

de escenarios de operación donde varie la 

demanda del sistema y los parámetros del modelo 

OCL de carga. 

• Ejecutar flujos óptimos de potencia. 

• Mediante Monte Carlo generar eventos para cada 

escenario de operación, como variaciones en la 

carga, cortocircuitos, fallas, cambio en los TAP de 

los transformadores, entre otros. 

• Realizar simulaciones en el dominio fasorial 

(RMS) para cada uno de estos escenarios. 

• Almacenar las simulaciones temporales de 

tensión, potencia activa y potencia reactiva, de 

cada una de las barras de carga de dicho sistema, 

y de manera idéntica a una PMU real, es decir, con 

una tasa de reporte de 50 o 60 fasores por segundo 

(FPS, frames per second). 

• Con el objeto de que las mediciones sintéticas 

sean idénticas a las reales, se les añade ruido 
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blanco con los valores de SNR (dB) que se 

detallan en (12), donde V, P y Q representan la 

tensión, potencia activa y potencia reactiva, 

respectivamente [12]. 

𝑆𝑁𝑅(𝑉 𝑃 𝑄) = (73 65 49)𝑑𝐵 (12) 

3.2 Indicadores de Desempeño 

Con las mediciones sincrofasoriales sintéticas 

obtenidas del sistema de prueba se realiza el proceso de 

identificación paramétrica detallado en la sección 2.1.2, 

pero se repite con cada uno de los diez métodos de 

optimización de la Tabla1. Para comparar el desempeño 

de cada uno de estos algoritmos se utilizan los siguientes 

indicadores planteados en [10] que se reproducen a 

continuación. 

3.2.1 Tiempo de ejecución 

El tiempo de ejecución es el tiempo que tarda un 

método en encontrar una solución óptima. No incluye 

tiempos de carga de datos, preprocesamiento, 

almacenamiento de resultados, ni ningún tiempo que no 

sea exclusivamente el de minimizar la función objetivo. 

Los tiempos de ejecución deberían ser inferiores a unas 

cuantas decenas de segundos, pues hoy en día es una 

tendencia estimar los parámetros de los modelos de carga 

continuamente en línea y de forma automática [13]. 

3.2.2 Cantidad de soluciones viables (CSV) 

La CSV es un indicador que calcula, en porcentaje, la 

cantidad de escenarios en los que cada método de 

optimización encuentra una solución viable, es decir, que 

minimice la función objetivo (7) y que cumpla las 

restricciones presentadas en las ecuaciones (8) a (11). 

3.2.3 Error en la estimación de parámetros (EEP) 

El EEP es un indicador que cuantifica el error 

alcanzado al estimar los 6 parámetros del modelo OCL. 

Para esto se calcula la media del error normalizado de los 

6 parámetros, tal como se observa a continuación:  

𝐸𝐸𝑃 =  promedio (
|𝑝estimados − 𝑝reales |

|𝑢𝑏 − 𝑙𝑏|
) × 100 (13) 

Donde 𝑝𝑟𝑒𝑎𝑙𝑒𝑠  y 𝑝𝑒𝑠𝑡𝑖𝑚𝑎𝑑𝑜𝑠  son vectores que 

contienen los parámetros reales y estimados del modelo 

de carga. En este caso, para el modelo OCL, 𝑝𝑟𝑒𝑎𝑙𝑒𝑠  y 

𝑝𝑒𝑠𝑡𝑖𝑚𝑎𝑑𝑜𝑠 son vectores de longitud seis, puesto que el 

modelo OCL se define mediante seis parámetros para el 

modelo de potencia activa y otros seis parámetros para el 

de potencia reactiva. 

Es importante notar que este indicador EEP no se 

puede calcular en la práctica ya que no se conocen los 

parámetros reales, no obstante, el objetivo de este 

indicador es comparar diferentes métodos de 

optimización en ambiente de simulación. 

 

 

3.2.4 Error Cuadrático medio estandarizado 

(𝑹𝑴𝑺𝑬∆𝑷) 

La Raíz del Error Cuadrático Medio Normalizado es 

un indicador planteado en [10] y está enfocado 

específicamente para comparar el desempeño de 

diferentes métodos de optimización en el modelamiento 

de carga. Su formulación se presenta en (14). 

𝑅𝑀𝑆𝐸∆𝑃 =

√∑  𝑛
𝑖=1 (𝑃𝑖 − 𝑃𝑚𝑒𝑑𝑖

)
2

𝑛

∆𝑃
 

(14) 

Donde: 𝑃𝑖  es la potencia estimada con el modelo de 

carga OCL, 𝑃𝑚𝑒𝑑  es la potencia medida por una PMU, 𝑛 

es la cantidad de muestras de la serie temporal y, ∆𝑃 es 

la magnitud de variación de potencia (activa o reactiva) 

en la serie temporal. La magnitud de variación de 

potencia (∆𝑃) se calcula en pu como la diferencia entre 

el valor máximo y mínimo que alcanza la potencia en la 

ventana de tiempo a utilizar. Valga la aclaración, este 

indicador se calcula para el modelo OCL de potencia 

activa y para el modelo de potencia reactiva. 

3.3 Evaluación del Desempeño de los Métodos de 

Optimización 

En base a los cuatro indicadores precitados se evalúa 

y compara el desempeño de los métodos de optimización 

para estimar los parámetros del modelo de carga OCL. Es 

importante señalar que esta evaluación se realiza al 

utilizar tres tipos de mediciones: sin ruido, con ruido y, 

filtradas (señales con ruido más una etapa de filtrado), 

donde la idea es observar que el desempeño de los 

métodos de optimización sea adecuado con todos los 

tipos de señales. Esto se realiza puesto que en [10] se 

demuestra que algunos métodos de optimización tienen 

un desempeño sobresaliente al utilizar señales sin ruido, 

pero muy pobre con señales con ruido, que es como lo 

son en la vida real. 

Por otro lado, los indicadores precitados, salvo el 

tiempo de ejecución, se recomienda que se evalúen 

clasificados por magnitud de variación de tensión (∆𝑉), 

dado que es de importancia observar el desempeño con 

datos tipo ambiente (mediciones con ∆𝑉 menores a 0.03 

pu [10]) de PMU, que son los de mayor disponibilidad en 

un sistema eléctrico real. 

3.4 Determinación del Algoritmo de Identificación 

Paramétrica del Modelo de Carga OCL 

Tal como se observa en la Figura 2, y una vez definido 

el mejor método de optimización para estimar los 

parámetros del modelo de carga OCL, la última etapa 

consiste en determinar el algoritmo de identificación 

paramétrica para este modelo. Para esto es necesario: 

definir los requisitos mínimos en las mediciones 

sincrofasoriales, en lo que respecta a la mínima variación 

de tensión que es necesaria para asegurar con gran 

probabilidad que los parámetros estimados del modelo 
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OCL son precisos y; los valores de  𝑅𝑀𝑆𝐸∆𝑃 que 

indiquen con gran probabilidad que el modelo fue 

estimado con suficiente precisión. 

4. ANÁLISIS DE RESULTADOS 

4.1 Sistema de Prueba 

El sistema IEEE de 39 barras que se encuentra 

implementado en el software de simulación 

PowerFactory se ha utilizado como sistema de prueba, 

pero con las siguientes consideraciones:  

• Las 19 cargas que conforman el sistema IEEE 39 

han sido modificadas para que se comporten bajo 

el modelo de carga OCL. Dado que el modelo 

OCL no se encuentra implementado en 

PowerFactory, este ha sido programado en DSL 

(DIgSILENT Simulation Language). 

• Con programación DPL (DIgSILENT 

Programming Language) se han generado once 

mil diferentes escenarios de operación, en donde 

los parámetros de los modelos OCL varían 

aleatoriamente de acuerdo con los valores 

recomendados en [9] y sintetizados en las 

ecuaciones (8) a (11). En cuanto a la demanda de 

las cargas, esta se genera aleatoriamente para cada 

uno de los once mil escenarios con base en tres 

curvas de demanda: residencial, comercial e 

industrial. El proceso es: se selecciona 

aleatoriamente una hora del día, se obtiene el 

valor de demanda a esa hora de una de las tres 

curvas precitadas, se corre un flujo óptimo de 

potencia y, se obtiene como resultado el despacho 

de cada generador. 

• Posterior a lo anterior, se asigna de forma 

aleatoria una de las siguientes contingencias a 

cada escenario de operación: cambio repentino de 

la carga con valor aleatorio; salida aleatoria de un 

generador; o, cortocircuito en una línea de 

transmisión con ubicación aleatoria. 

• Se realizan simulaciones dinámicas del tipo 

fasorial (RMS), con una duración de 10 segundos, 

para cada uno de los once mil escenarios 

precitados.  

• Se almacenan en archivos planos a la tensión, 

potencia activa y potencia reactiva, de cada una de 

las 19 cargas que conforman el sistema IEEE 39. 

La tasa de muestreo es de 60 FPS, de manera que 

sea idénticas a las obtenidas con una PMU. 

Con base en lo anterior, se han simulado los 

escenarios de operación y se han almacenado las 

mediciones sincrofasoriales sintéticas, con una cantidad 

de escenarios clasificados por magnitud de variación de 

tensión como se muestra en la Figura 3. La cantidad 

mínima de escenarios se da entre ΔV de 0.17 y 0.18, con 

107 escenarios. Con el objeto de que posteriormente no 

se obtengan resultado sesgados por la diferencia 

sustancial de cantidad de escenarios, se limita a 107 

escenarios para cada ΔV mostrado en la Figura 3, 

obteniendo un total de 6741 escenarios. 

 

Figura 3: Cantidad de Escenarios Clasificados por Magnitud de 

Variación de Tensión 

4.2 Evaluación del Desempeño de los Métodos de 

Optimización 

Con los cuatro indicadores precitados se evalúa y 

compara el desempeño de los métodos de optimización 

de la Tabla 1 para estimar los parámetros del modelo de 

carga OCL. 

4.2.1 Tiempo de ejecución 

En la Figura 4 se presenta el tiempo de ejecución al 

estimar el modelo OCL de potencia reactiva y al utilizar 

las mediciones sincrofasoriales filtradas. Los tiempos 

para potencia activa o al utilizar señales sin ruido son 

idénticos. Hay diez diagramas de cajas correspondientes 

a los diez métodos de optimización, en el mismo orden 

de los listados en la Tabla 1. La presentación es en 

diagramas de cajas puesto que se calcula el tiempo de 

ejecución para los 6741 escenarios precitados del 

sistema de prueba.  

Al observar la Figura 4 se concluye que los tiempos 

de ejecución son pequeños, salvo para el método 7. 

Genetic algorithm, lo cual significa que son adecuados 

para las metodologías de modelamiento de carga 

automáticas y en línea actuales. 

 

Figura 4: Tiempo de Ejecución de los 10 Algoritmos de 

Optimización de la Tabla 1 
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4.2.2 Cantidad de soluciones viables (CSV) 

La CSV que alcanza cada uno de los diez métodos de 

optimización, clasificados por magnitud de variación de 

tensión (∆𝑉), se presenta en la Figura 5. Este CSV 

corresponde a la estimación de los modelos OCL de 

potencia activa, sin embargo, valores muy similares se 

alcanzan para la potencia reactiva. En la Figura 5 a) se 

utilizan mediciones sincrofasoriales sin ruido, mientras 

en la Figura 5 b) señales con ruido más una etapa de 

filtrado. 

Al analizar la Figura 5 a), con mediciones sin ruido, 

se observa que los métodos de optimización tradicionales 

Trust-region-reflective, Levenberg-marquardt e Interior-

point alcanzan un desempeño bastante alto, pues sus CSV 

alcanzan porcentajes elevados. Por el contrario, al utilizar 

señales filtradas, Figura 5 b), que es como son en la vida 

real, estos métodos reducen considerablemente su 

desempeño, con CSV bastante bajos, sobre todo para 

pequeños ∆𝑉. 

Al considerar que es una tendencia actual estimar los 

modelos de carga con datos tipo ambiente (mediciones 

con ∆𝑉 menores a 0.03 pu [10]) de PMU, debido a que 

son las de mayor disponibilidad, y que las mediciones 

sincrofasoriales contienen ruido que se lo filtra, se 

concluye a partir de la Figura 5 b) que el método Active-

set es el mejor, con un desempeño muy superior a los 

otros métodos. Es importante resaltar que este hallazgo 

es un aporte al estado del arte, pues el único trabajo que 

investiga la identificación paramétrica del modelo OCL 

[9] utiliza el método Levenberg-Marquardt, además de 

que, en este trabajo se demuestra que no es necesario 

utilizar métodos heurísticos, como se viene proponiendo 

actualmente en la literatura para el modelamiento de 

carga. 

4.2.3 Error cuadrático medio estandarizado 

(𝑹𝑴𝑺𝑬∆𝑷) 

En la Figura 6 se presentan los 𝑅𝑀𝑆𝐸∆𝑃 alcanzados, 

clasificados por magnitud de variación de tensión (∆𝑉), 

al estimar los modelos de carga OCL de potencia reactiva 

y al utilizar señales con ruido. Valores de 𝑅𝑀𝑆𝐸∆𝑃 

similares se obtienen para el modelo OCL de potencia 

activa, y valores iguales o inferiors al utilizar señales sin 

ruido o filtradas.  

Al analizar los valores de la Figura 6 se concluye que, 

los diez métodos de optimización alcanzan valores 

adecuados de 𝑅𝑀𝑆𝐸∆𝑃, pues sus valores son inferiors a 

0.05, de acuerdo con los límites razonables 

recomendados en [10]. A pesar de lo anterior, los 

métodos heurísticos Simulated annealing y Differential 

evolution alcanzan valores de 𝑅𝑀𝑆𝐸∆𝑃 sustancialmente 

más altos que los otros métodos.  

Finalmente, con base en la Figura 6, no se puede 

seleccionar el método de optimización más adecuado 

para esta aplicación. 

 
Figura 6: Media del 𝑹𝑴𝑺𝑬∆𝑷 con Mediciones con Ruido + Filtro 

4.2.4 Error en la estimación de parámetros (EEP) 

En la Figura 7 se presenta el EEP alcanzado al estimar 

los modelos OCL de potencia activa, con señales sin 

ruido y con señales con ruido + filtro. Valores muy 

similares de EEP se obtienen para el modelo OCL de 

potencia reactiva.  

En este indicador y en la Figura 7 es muy importante 

diferenciar los EEP alcanzados cuando se utilizan señales 

sin ruido o señales con ruido + filtro. Al analizar la Figura 

7 se observa que los métodos Trust-region-reflective y 

Levenberg-marquardt alcanzan EEP de prácticamente 

cero con señales sin ruido, lo que quiere decir que su 

desempeño es ideal. Por el contrario, cuando se utilizan 

señales con ruido + filtro, que es como sucede en la vida 

real, el desempeño de estos dos métodos cae 

drásticamente y es inferior al de otros métodos. Este es 

un aporte a la literatura, pues demuestra que el método 

Levenberg-marquardt, que es el más utilizado en el 

       a)                                                                                    b) 

     
Figura 5: Cantidad de Soluciones Viables del Modelo OCL de Potencia Activa. a) Sin Ruido. b) Con Ruido + Filtro 
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modelamiento de carga, no es recomendable. Además, 

este particular concuerda con lo investigado en [10] para 

otro modelo de carga. 

Desde una perspectiva teórica, el mejor desempeño 

del algoritmo Active-set frente al ruido puede atribuirse 

a su capacidad para gestionar de manera explícita el 

conjunto de restricciones activas durante el proceso 

iterativo. A diferencia de los métodos basados en 

gradientes de segundo orden, que dependen fuertemente 

de la curvatura local de la función objetivo y de la 

estabilidad del Hessiano —ambos susceptibles a 

perturbaciones inducidas por ruido en los datos de 

entrada—, el enfoque Active-set desacopla la 

identificación de las restricciones activas del cálculo de 

la dirección de búsqueda. Esta característica le permite 

mantener la factibilidad del problema incluso cuando las 

derivadas de primer y segundo orden se ven afectadas, 

reduciendo así la probabilidad de converger hacia 

soluciones inestables o inconsistentes. Adicionalmente, 

al resolver subproblemas cuadráticos con restricciones en 

cada iteración, el algoritmo introduce una capa de control 

estructural que limita la propagación del ruido hacia la 

solución final, lo que se traduce en una mayor robustez 

en contextos donde las mediciones presentan 

fluctuaciones o imprecisiones inherentes, como lo es el 

ruido. 

4.3 Algoritmo de Identificación Paramétrica del 

Modelo de Carga OCL 

De la sección anterior se concluye que el método de 

optimización más adecuado para estimar los parámetros 

del modelo de carga OCL es Active-set. 

Una vez determinado el mejor método, el siguiente y 

último paso es definir el algoritmo de identificación 

paramétrica del modelo OCL. Para esto es necesario 

determinar dos aspectos.  

El primero es la magnitud de variación de tensión 

(∆𝑉) mínima requerida para estimar con suficiente 

precisión el modelo OCL. Esto se puede determinar al 

observar la Figura 5 b) para el método de optimización 

Active-set. Al analizar esta Figura 5 b) se observa que 

para ∆𝑉 > 0.005 𝑝𝑢 el CSV es al menos de 50%, lo que 

quiere decir que, con ∆𝑉 > 0.005𝑝𝑢 se puede estimar los 

modelos de carga al menos en el 50% de escenarios.  

Una vez definido el ∆𝑉 mínimo, el siguiente aspecto 

por determinar es el valor de 𝑅𝑀𝑆𝐸∆𝑃 que indique con 

cierta probabilidad que el EEP alcanzado es bajo. Esto se 

da porque en el mundo real no se puede calcular el EEP, 

sino el 𝑅𝑀𝑆𝐸∆𝑃. Para esto, en la Figura 8 se presenta la 

relación entre el 𝑅𝑀𝑆𝐸∆𝑃 y el EEP. Al analizar la Figura 

8 se concluye que un valor de 𝑅𝑀𝑆𝐸∆𝑃 ≤ 0.02 indica 

con alrededor del 75% de probabilidad que el EEP es 

menor a 15.  

Con base en todo lo anterior, el algoritmo planteado 

de identificación paramétrica del modelo OCL es el 

siguiente: 

• Se reciben 10 segundos de mediciones 

sincrofasoriales de una barra de carga. 

• Se filtran las señales con alguna técnica de filtrado 

o suavizado de datos. 

• Se comprueba que la magnitud de variación de 

tensión (∆𝑉) sea superior a 0.005 pu. De no ser 

así, se detiene el algoritmo y se regresa al primer 

paso. 

• Se ejecuta el proceso de identificación 

paramétrica definido en la sección 2.1.2 con el 

método de optimización Active-set. 

• Se calcula el indicador 𝑅𝑀𝑆𝐸∆𝑃 y se comprueba 

que sea menor o igual a 0.02. De serlo, se intuye 

que el modelo de carga ha sido estimado de forma 

correcta, caso contrario, se dice que el modelo de 

carga estimado es impreciso. 

• Se inicia de nuevo este algoritmo, esperando una 

nueva serie temporal de mediciones 

sincrofasoriales. 

 

Figura 8: 𝑹𝑴𝑺𝑬∆𝑷 vs EEP para el Método de Optimización 

Active-set 

 
Figura 7: EEP para el Modelo OCL de Potencia Reactiva. a) Sin Ruido. b) Con Ruido + Filtro 
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Finalmente, para utilizar el algoritmo planteado en 

este trabajo se debe tener en cuenta las siguientes 

consideraciones: 

• Disponer de mediciones sincrofasoriales de una 

barra de carga de un sistema eléctrico con una tasa 

de reporte elevada que permita capturar la 

dinámica de las cargas. 

• Utilizar alguna metodología que determine el tipo 

de modelo de carga que representa el 

comportamiento de dicha barra de carga. En el 

caso de que corresponda al modelo de carga OCL, 

se procede a utilizar el algoritmo planteado en este 

trabajo.  

5. CONCLUSIONES Y TRABAJOS FUTUROS 

En este trabajo se realizó un análisis exhaustivo de 

diez métodos de optimización para estimar los 

parámetros de los modelos de carga OCL. Este modelo 

ha sido estudiado solamente en [9], por lo que se realizan 

los siguientes aportes a la literatura: 

• Cuando se analizan los métodos de optimización 

con señales sin ruido los métodos Trust-region-

reflective y Levenberg-marquardt tienen un 

desempeño ideal y muy superior a los otros 

métodos, sin embargo, cuando las señales tienen 

ruido, y su correspondiente técnica de filtrado, el 

desempeño de estos métodos cae drásticamente. 

Dado que en la práctica las señales de las PMU 

tienen ruido, no se recomienda utilizar estos 

métodos, como se lo utiliza en [9].  

• Los métodos de optimización heurísticos, que son 

una tendencia actual, presentan un desempeño 

inferior a los métodos tradicionales, por lo tanto, 

no hace falta utilizarlos en la estimación de los 

modelos de carga OCL.  

• Los tiempos de ejecución de los diez métodos de 

optimización evaluados en este trabajo son 

adecuados para metodologías de modelamiento de 

carga en línea, salvo el método Genetic algorithm. 

• Para estimar los parámetros del modelo de carga 

OCL se recomienda utilizar mediciones 

sincrofasoriales que contengan una magnitud de 

variación de tensión de al menos 0.005 pu. Este 

valor es importante ya que cuantifica la variación 

mínima necesaria en datos tipo ambiente de PMU 

para estimar el modelo OCL. 

• Por último, otro aporte de este trabajo es la 

determinación del valor límite del indicador 

𝑅𝑀𝑆𝐸∆𝑃. Un valor igual o inferior a 0.02 pu 

indica con alrededor del 75% de probabilidad que 

el modelo ha sido estimado con suficiente 

precisión. 

Como trabajos futuros se plantea evaluar el algoritmo 

planteado en este trabajo con mediciones sincrofasoriales 

obtenidas por PMU ubicadas en sistemas eléctricos 

reales. 
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Abstract 

 

This paper presents a technical methodology for the 

evaluation and prioritization of photovoltaic distributed 

generation (PV-DG) projects connected to unbalanced 

low- and medium-voltage distribution networks. 

Detailed simulations are performed on real distribution 

feeders considering variations in installed capacity, 

connection type (single-phase and three-phase), and 

spatial allocation (concentrated and dispersed). Twenty-

four integration scenarios are analyzed to assess their 

impact on voltage profile, power losses, voltage 

unbalance, harmonic distortion, feeder loading, and 

maximum admissible connection distance. As a main 

contribution, the study derives quantifiable technical 

thresholds that support decision-making processes for 

the planning and regulatory approval of PV-DG 

projects. The proposed methodology provides a 

structured, multivariable framework that enhances 

conventional impact assessments and can be directly 

applied by distribution utilities and regulatory agencies 

in relation to the integration of PV_DG into distribution 

networks. 

 

Resumen 

 

Este artículo presenta una metodología técnica para la 

evaluación y priorización de proyectos de generación 

distribuida fotovoltaica (GD-FV) conectados a redes de 

distribución desbalanceadas de baja y media tensión. A 

partir de simulaciones detalladas en alimentadores 

reales, se analizan variaciones en la capacidad instalada, 

el tipo de conexión (monofásica y trifásica) y la 

localización de la GD-FV (concentrada y dispersa). Se 

evalúan 24 escenarios de integración, considerando su 

impacto sobre el perfil de tensión, pérdidas de potencia, 

desbalance de tensión, distorsión armónica, 

cargabilidad de líneas y distancia máxima de conexión. 

Como principal aporte, el estudio establece umbrales 

técnicos cuantificables que permiten priorizar proyectos 

de GD-FV bajo criterios operativos y de calidad del 

producto. La metodología propuesta constituye una 

herramienta aplicable a procesos de planificación, 

regulación y toma de decisiones en relación a la 

integración de GD-FV en redes de distribución. 

Index terms— Distributed Generation (DG), 

Photovoltaic Generation, Impact of PVDG, Power 

Distribution System  

Palabras clave: Generación Distribuida (GD), 

Generación Fotovoltaica (GD-FV), Impacto de la GD-

FV, Sistema Eléctrico de Distribución. 
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1. INTRODUCCIÓN 

El crecimiento sostenido de la demanda eléctrica y la 

necesidad de diversificar las fuentes de suministro han 

impulsado la integración de generación distribuida (GD) 

en los sistemas eléctricos de distribución. En particular, 

la generación fotovoltaica distribuida se ha consolidado 

como una alternativa relevante debido a su modularidad, 

reducción de tiempos de implementación y contribución 

a la descarbonización del sector energético. En países con 

alta dependencia de generación hidroeléctrica, como 

Ecuador, la GD-FV adquiere especial importancia al 

mitigar los riesgos asociados a la variabilidad hidrológica 

y a los períodos de estiaje. 

No obstante, la inserción de GD en redes de 

distribución, especialmente en redes radiales 

desbalanceadas de baja y media tensión, puede generar 

efectos adversos sobre el desempeño del sistema. Entre 

los principales impactos se encuentran las 

sobretensiones, el incremento de pérdidas técnicas, el 

flujo de potencia inverso, el aumento del desbalance de 

tensión y la degradación de la calidad del producto 

eléctrico debido a la distorsión armónica. Estos efectos 

dependen de múltiples factores, tales como la capacidad 

instalada, el tipo de conexión, la ubicación del generador 

y la distancia desde la fuente principal. 

Aunque la literatura técnica aborda el análisis del 

impacto de la GD desde distintas perspectivas, la mayoría 

de los estudios evalúa escenarios aislados o se centra en 

un número limitado de indicadores eléctricos. 

Adicionalmente, los marcos regulatorios suelen basar la 

factibilidad de conexión en criterios parciales, como la 

cargabilidad del transformador, sin integrar de manera 

simultánea variables críticas de calidad del producto, 

balance de fases y distancia de conexión. 

En este contexto, el presente trabajo propone una 

metodología de evaluación técnica multivariable que 

permite priorizar proyectos de generación distribuida 

fotovoltaica cuando existen múltiples solicitudes de 

conexión sobre una misma infraestructura. La 

metodología se fundamenta en simulaciones detalladas 

realizadas sobre redes reales de baja y media tensión y en 

un análisis comparativo de normativas internacionales. 

De esta forma, se establecen criterios técnicos 

cuantificables que contribuyen a una integración segura, 

eficiente y regulatoriamente consistente de la GD-FV en 

redes de distribución. 

2. METODOLOGÍA 

Para el estudio del impacto técnico de la GD sobre 

redes de distribución, se ha considerado la evaluación de 

GD de tipo fotovoltaica, incorporada en redes 

desbalanceadas, con topología radial bajo los escenarios 

que se describen a continuación: 

Caso 1: Red de baja tensión, evaluada en doce 

escenarios 

Para las simulaciones se consideró la red baja tensión 

de fig.2 evaluada en 12 escenarios. El modelo de red 

(referencia de la EEQ) se caracteriza por su 

configuración radial, número significativo de cargas, 

distancia considerable entre el transformador y el 

suministro más lejano y un transformador con capacidad 

nominal de 100 kVA, 13,8 kV/220 V. De los 12 

escenarios, 9 corresponden a la conexión trifásica de GD 

con capacidades de 30 kW, 60 kW y 90 kW concentradas 

al final del alimentador, a la mitad del alimentador y 

distribuidas de forma dispersa a lo largo del mismo. Los 

últimos 3 escenarios corresponden a la conexión 

monofásica de GD con capacidad de 30 kW, en las 

mismas ubicaciones que se consideraron para los 

primeros casos de estudio [1]. 

 

 

Figura 1: Característica de Escenario Caso 1[1] 

Caso 2: Red de media tensión, evaluada en doce 

escenarios 

Para la evaluación de la GD incorporada a nivel de 

media tensión se utilizó la red que se muestra en la fig.2. 

Esta red corresponde a un alimentador radial de la ciudad 

de Santo Domingo, con una tensión nominal de 13,8 kV 

y cargas desbalanceadas. La red propuesta fue analizada 

en 12 escenarios de conexión de GD-FV que integran 1 

MW, 2 MW y 3 MW conectados de manera concentrada 

al inicio, al final, en la mitad del alimentador, y de forma 

dispersa según los escenarios que se describen. 

 

Figura 2: Característica de Escenario Caso 2[1] 
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El análisis de los parámetros que comúnmente se ven 

comprometidos a causa de la integración de GD a la red 

permite identificar los escenarios con mejores 

condiciones operativas, con la finalidad de establecer y 

sustentar una metodología para la priorización de 

proyectos de GD en función del impacto técnico (positivo 

o negativo) sobre la red. Bajo este criterio, para cada 

escenario de los dos casos de estudio se obtuvo el perfil 

de tensión, cargabilidad de las líneas, pérdidas de 

potencia, desbalance de tensión, distorsión armónica de 

tensión y de corriente. Adicionalmente, se realizó un 

análisis de sensibilidad con el objetivo de determinar la 

distancia máxima a la cual se debe conectar GD-FV, ya 

sea concentrada o dispersa, desde la cabecera del 

alimentador, considerando que las pérdidas estén 

limitadas y que el nivel de tensión se mantenga dentro de 

niveles permisibles [1] 

2.1  Presentación de Resultados 

Niveles de tensión: Tal como se observa en la fig. 3. 

Los escenarios 1, 2, 4 y 12 que corresponden a la 

conexión de 60 y 90 kW trifásicos concentrados al final 

del alimentador presentan niveles de tensión superiores 

al límite, llegando a valores de 133,96 V, evidenciando 

que la ubicación y la capacidad de la GD son factores 

críticos para las condiciones operativas de la red. El 

escenario de conexión de 30 kW monofásicos dispersos 

a lo largo del alimentador también genera un impacto 

debido a que, si bien mejora el nivel de tensión a 130,81 

V, está muy cerca del límite máximo, pudiendo superar 

dicho valor. Para el resto de los escenarios, los niveles de 

tensión se mantienen dentro del rango admisible. 

 

Figura 3: Niveles de Tensión en los 12 Casos de Estudio en la 

Red de Baja Tensión [1] 

Cargabilidad del transformador: Tal como se 

observa en la fig. 4. Existe una reducción del flujo de 

corriente hacia la red principal en los escenarios de 

conexión dispersa, lo que mejora la eficiencia 

térmica. Escenarios 4, 5 y 6, que corresponden a la 

conexión de 60 kW trifásicos, presentan flujo de 

potencia inverso hacia el transformador, condición 

que puede afectar la selectividad y direccionalidad de 

los esquemas de protección diseñados bajo supuestos 

de flujo unidireccional en redes radiales. 

 

Figura 4: Cargabilidad del Transformador en los 12 Casos de 

Estudio de Baja Tensión [1] 

 

Cargabilidad de las líneas de distribución: Los 

resultados muestran que la conexión concentrada de GD-

FV con potencias elevadas incrementa la cargabilidad de 

las líneas de distribución, mientras que la conexión 

dispersa reduce las corrientes circulantes respecto al caso 

base, mejorando el desempeño térmico del alimentador. 

Además, en los escenarios donde se conectan 30 kW 

trifásicos o monofásicos, ya sea concentrados o 

dispersos, la cargabilidad es menor en relación con el 

caso base. 

 

Figura 5: Cargabilidad de las Líneas de Distribución en los 12 

Casos en la Red de Baja Tensión. [1] 

Pérdidas de potencia: Cuando se incorpora GD a 

la red, normalmente se espera una reducción en los 

niveles de pérdidas; sin embargo, este efecto 

dependerá de la topología de la red, así como de la 

ubicación de la GD y su capacidad. En Ecuador, un 

nivel aceptable de pérdidas en un alimentador es de 

6,2 %. El análisis de pérdidas indica una disminución 

promedio del 6,2 % al 5,7 % al integrar GD 

moderada, confirmando que la inserción de GD-FV 

puede contribuir a la reducción de pérdidas técnicas 

únicamente bajo configuraciones de capacidad y 

ubicación adecuadamente seleccionadas. 
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Figura 6: Pérdidas de Potencia Totales en los 12 Casos de 

Estudio en la Red de Baja Tensión [1] 
 

Desbalance de tensión: Los resultados muestran un 

incremento del desbalance de tensión en escenarios con 

GD-FV monofásica, que se debe a la inyección 

asimétrica de potencia activa en una sola fase, lo que 

distorsiona la distribución de corrientes y tensiones en 

redes inherentemente desbalanceadas, llegando incluso a 

superar el límite normativo del 2%, cuando la GD-FV se 

ubica al final del alimentador. 

 

Figura 7: Desbalance de Tensión en los 12 Casos de Estudio 

en la Red de Baja Tensión. [1] 
 

Distorsión armónica de tensión: En la fig. 8, se 

observa que los escenarios 1 y 10 correspondientes a 

la conexión de 90 kW trifásicos y 30 kW monofásicos 

concentrados al final del alimentador, superan el 

límite de 5%; Además se puede deducir que conforme 

se disminuye capacidad de GD, ya sea concentrada o 

dispersa, el nivel de THDV disminuye, por otro lado, 

cuando se conecta GD-FV monofásica, el valor del 

THDV aumenta considerablemente, y en algunos 

casos puede superar el límite. 

 

Figura 8: Distorsión Armónica de Tensión en la Red de Baja 

Tensión. [2] 

Distorsión armónica de corriente: En la fig. 9 se 

observa que en los casos 1, 4, 10 y 12, el valor de 

THDI supera el nivel máximo de 3%, lo que 

evidencia un impacto relevante asociado a la 

conmutación de los convertidores electrónicos de 

potencia. 

 
Figura 9: Distorsión Armónica de la Corriente en la 

Red de Baja Tensión. [2] 

 

A continuación, se presenta un cuadro resumen de los 

resultados obtenidos de los 12 escenarios analizados. 

Tabla 1: Resumen de los Resultados Obtenidos en las 

Simulaciones de los 12 Escenarios de la Red de Baja 

Tensión. [2] 

 

2.2 Análisis de Sensibilidad 

El análisis de sensibilidad permite determinar la 

distancia máxima de conexión de la GD-FV. Para dicho 

análisis se aumenta paulatinamente la distancia del 

alimentador, inicialmente de 152,92 m a 200 m, 300 m, 

400 m, 500 m, 750 m, 1 km y 1,5 km con el fin de evaluar 

tensiones mínimas y máximas y pérdidas, verificando 

que estas se mantengan en niveles permisibles. Los 

resultados se presentan a continuación: 

Tabla 2: Cuadro Comparativo de Pérdidas en el Alimentador de 

Baja Tensión. [2] 
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Tabla 3: Tensión Máxima en la Red de Baja Tensión. [2] 

 

Tabla 4: Tensión Mínima en la Red de Baja Tensión. [2] 

 

En las tablas 2, 3 y 4 se puede observar que la 

inserción de potencia de 90 kW en GD-FV (conexión 

trifásica) supera el límite de pérdidas para conexiones a 

500 m, 750 m y 1,5 km.  

En lo que respecta a la conexión de GD-FV en redes 

de media tensión, los estudios arrojan los siguientes 

resultados: 

Niveles de tensión y THD de tensión: En la fig.10 se 

evidencia que para todos los casos los niveles de tensión 

se mantienen dentro de los límites operativos 

permisibles. Así mismo, los resultados indican que la 

distorsión armónica total de tensión asociada a la 

integración de GD-FV no supera los valores 

recomendados, evidenciando que, bajo las 

configuraciones evaluadas, la calidad de la tensión no se 

ve comprometida 

 
Figura 10: Niveles de Tensión de la red de Media 

Tensión [3] 

Análisis de IHD de tensión: En todos los 

escenarios evaluados, los valores de distorsión 

armónica individual de tensión se mantienen por 

debajo del umbral del 3%. No obstante, como se 

observa en la Fig. 11. Las configuraciones con GD-

FV conectada de forma dispersa presentan menores 

niveles de distorsión armónica individual en 

comparación con aquellas en las que la GD-FV se 

conecta de manera concentrada, evidenciando una 

mejora en la calidad de la tensión bajo esquemas de 

inyección distribuida. 

 

Figura 11: IHD de Tensión en la Red de Media Tensión con 

Generación Distribuida Dispersa.[3] 

Análisis de THD de corriente: En la Fig. 12 se 

presenta el análisis de la distorsión armónica de 

corriente para los distintos escenarios evaluados. Los 

resultados muestran que, bajo configuraciones de 

conexión concentrada de GD-FV, los niveles de 

distorsión armónica total de corriente se incrementan 

de manera significativa. En particular, en los 

escenarios 1, 4, 5, 6, 7, 8 y 9 —correspondientes a la 

conexión concentrada de 1 MW, 2 MW y 3 MW al 

inicio, en la mitad y al final del alimentador—, la 

distorsión armónica de corriente supera valores del 

20%, evidenciando un impacto relevante sobre la 

calidad de la corriente inyectada a la red. 

 
Figura 12: Análisis de THD de Corriente en la Red de 

Media Tensión[3] 

Las simulaciones evidencian que cuando se 

conecta GD-FV concentrada, la distorsión armónica 

de corriente puede ser un factor importante para su 
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priorización, por lo que su valoración conforme al Std 

IEEE 519 puede ser considerada dentro de los 

procesos de evaluación de GD implementados por las 

distribuidoras. 

Desbalance de tensión y pérdidas: De los análisis 

realizados se determina que en ninguno de los 

escenarios propuestos se produce desbalance de 

tensión o se superan pérdidas más allá del 3,5%. 

Cargabilidad de las líneas de distribución: En 

el caso base, el alimentador presenta una cargabilidad 

elevada; sin embargo, al conectar GD, esta se reduce, 

lo que presenta una mejora en el desempeño de la red. 

 

Figura 13: Cargabilidad de las Líneas de Distribución en la 

Red de Media Tensión[2] 

 A continuación, se presenta un cuadro con el resumen 

de los resultados obtenidos para los 12 escenarios 

evaluados. 

Tabla 5: Resumen de los Resultados Obtenidos en las 

Simulaciones de los 12 Escenarios en la Red de Media 

Tensión [2] 

 

Análisis de Sensibilidad: Mediante este análisis se 

verifica la distancia máxima desde la cabecera del 

alimentador hasta la que podrá conectarse GD-FV. La 

longitud inicial del alimentador es de 3318,4 m y se 

aumentó hasta 15 km, multiplicando cada tramo por un 

factor de escalamiento para realizar análisis a 3, 6, 9 y 15 

km. Las variables de análisis son tensiones y pérdidas, 

verificando que estos sean mayores a 0,96 p.u. y menores 

al 10% respectivamente. Los resultados del análisis de 

sensibilidad muestran que en la red de baja tensión la 

distancia de conexión impacta significativamente en las 

pérdidas y el nivel de tensión, mientras que en la red de 

media tensión la distancia de conexión de GD tiene 

mayor impacto en las pérdidas de energía. 

 

 

 

 

Tabla 6: Tensiones Mínimos en la Red de Baja Tensión[2] 

 

Las tablas 5 y 6 muestran que en ningún escenario se 

supera el límite del 10%. Con respecto a la tensión 

mínima, la distancia máxima de conexión de GD-FV es 

de 6 Km, con este límite se asegura que, en cualquier 

escenario de conexión, la tensión no sea inferior a 0.96 p. 

u, determinándose así que la distancia máxima de 

conexión de GD-FV concentrada o dispersa es de 6 Km, 

para no afectar las condiciones óptimas de la red. 

3. DISCUSION DE RESULTADOS DE LOS 

ESTUDIOS EN MEDIA Y BAJA TENSIÓN  

Los resultados obtenidos evidencian que el impacto 

de la GD-FV sobre redes de distribución desbalanceadas 

depende de manera simultánea de la capacidad instalada, 

el tipo de conexión, la ubicación a lo largo del 

alimentador y la distancia desde la fuente. Esta 

interacción multivariable confirma que evaluaciones 

basadas en un único criterio, como el perfil de tensión o 

la cargabilidad del transformador, resultan insuficientes 

para determinar la factibilidad técnica de proyectos de 

GD. 

En redes de baja tensión, los escenarios con GD-FV 

concentrada hacia el extremo del alimentador presentan 

incrementos significativos en el nivel de tensión, 

llegando a superar los límites normativos cuando la 

capacidad instalada excede el 60% de la capacidad del 

transformador. Este comportamiento se explica por la 

reducción del flujo de potencia activa desde la 

subestación, combinada con la elevada impedancia del 

alimentador, lo que amplifica los efectos de elevación de 

tensión. En contraste, la conexión dispersa de GD-FV 

distribuye la inyección de potencia a lo largo del 

alimentador, mitigando las sobretensiones y reduciendo 

la cargabilidad térmica de las líneas. 

El análisis de pérdidas técnicas muestra que la 

inserción moderada de GD-FV puede contribuir a su 

reducción; sin embargo, cuando la GD se concentra en un 

único punto y se aproxima a la capacidad nominal del 

transformador, las pérdidas aumentan debido al 

incremento de corrientes circulantes y al flujo de potencia 

inverso. Este resultado pone de manifiesto que la 
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reducción de pérdidas no es un efecto garantizado de la 

GD, sino que depende de una adecuada selección de la 

capacidad y ubicación del proyecto. 

La conexión de GD-FV monofásica evidencia ser un 

factor crítico en redes de baja tensión desbalanceadas. 

Los resultados muestran incrementos sustanciales en el 

desbalance de tensión, particularmente cuando la GD se 

conecta al final del alimentador, superando el límite del 

2% en varios escenarios. Este efecto se atribuye a la 

inyección asimétrica de potencia en una sola fase, lo que 

confirma la necesidad de considerar explícitamente el 

desbalance de tensión como criterio prioritario en los 

procesos de evaluación y priorización de proyectos 

monofásicos. 

En lo que respecta a la calidad del producto eléctrico, 

los análisis armónicos revelan que la distorsión armónica 

de tensión y corriente se incrementa de forma más 

pronunciada en configuraciones concentradas de GD-

FV. En redes de baja tensión, varios escenarios superan 

los límites de distorsión armónica establecidos, 

especialmente en conexiones monofásicas. En redes de 

media tensión, aunque la distorsión armónica de tensión 

se mantiene dentro de los límites, la distorsión armónica 

de corriente alcanza valores superiores al 20% en 

escenarios concentrados de 1 a 3 MW, lo que puede 

comprometer la operación de equipos y protecciones. 

Estos resultados refuerzan la necesidad de incluir 

criterios de calidad del producto, conforme a estándares 

como IEEE 519, dentro de los procesos de priorización 

técnica. 

El análisis de sensibilidad permite identificar la 

distancia como una variable determinante en el 

desempeño de la red. En redes de baja tensión, distancias 

superiores a 400 m desde el transformador generan 

condiciones no permisibles de tensión y pérdidas para 

determinadas configuraciones de GD. En redes de media 

tensión, si bien la tensión se mantiene dentro de los 

límites hasta distancias mayores, las pérdidas de energía 

se incrementan de manera significativa más allá de los 6 

km desde la cabecera del alimentador. Estos resultados 

evidencian que la distancia de conexión debe 

considerarse como un criterio técnico explícito, 

complementario a la capacidad instalada. 

En conjunto, los resultados confirman que la 

conexión dispersa de GD-FV presenta un impacto 

técnico más favorable en comparación con 

configuraciones concentradas, al reducir riesgos 

asociados a sobretensión, distorsión armónica y 

sobrecarga de equipos. No obstante, los resultados 

también indican que la GD concentrada puede ser 

técnicamente viable siempre que se respeten límites 

estrictos de capacidad, distancia y calidad del producto, 

lo que justifica la necesidad de una metodología de 

evaluación multivariable. 

Desde una perspectiva práctica, los hallazgos del 

estudio respaldan la metodología propuesta como una 

herramienta eficaz para la priorización técnica de 

proyectos de GD-FV. La integración simultánea de 

criterios de tensión, pérdidas, armónicos, desbalance y 

distancia permite una evaluación más robusta que los 

enfoques convencionales, aportando información 

relevante tanto para empresas distribuidoras como para 

organismos reguladores encargados de autorizar nuevas 

conexiones. 

3.1 Análisis de la Normativa Nacional e 

Internacional 

Con el fin de tomar como referencia los aspectos 

normativos que se consideran en países como Colombia, 

Argentina, México y Chile, cuyo análisis y comparación 

respecto a la normativa ecuatoriana vigente se presentan 

en la tabla 7.[4] 

Tabla 7: Cuadro Comparativo de la Normativa de Ecuador, 

Colombia, Argentina, México y Chile [2][5] 

 

Esta comparativa resulta útil para tener en cuenta 

límites y otros aspectos que podrían considerarse para los 

nuevos proyectos, como, por ejemplo, la distancia 

máxima de conexión de GD desde el transformador. 

4. RECOMENDACIONES 

4.1 Propuesta Metodológica: Proyectos 

Conectados en Baja Tensión 

A continuación, se presenta la propuesta para la 

evaluación de impacto y priorización de proyectos en 

redes de distribución de media y baja tensión, misma que 

de forma general se desarrolla en 2 etapas: 

- La primera fase considera simulaciones para 

obtener resultados de los parámetros eléctricos 

de impacto: desbalance de tensión, distorsión 

armónica de tensión, distorsión armónica de 

corriente y nivel de tensión. 
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- La segunda fase corresponde a la evaluación de 

los parámetros, comparándolos con los límites 

establecidos. 

• Proyectos de GD-FV monofásicos 

La fig. 14 muestra la metodología propuesta [2]. 

 

Figura 14: Metodología de Selección de GD Monofásica en la 

Red de baja Tensión.[2] 

Según la propuesta metodológica, los aspectos más 

importantes a considerar para la selección de proyectos 

de GD-FV conectados en redes de baja tensión son los 

siguientes [2]: 

− La potencia máxima por norma será de 100 kW; 

sin embargo, deberá tomarse en cuenta que la 

potencia de GD no superará el 90% de la 

capacidad del transformador de distribución.  

− Dado que se evidenció que las pérdidas se 

incrementan significativamente con proyectos 

mayores de 90 kW a más de 500 m, la 

metodología recomienda limitar la conexión de 

GD a un máximo de 400 m. 

− La fase a la cual se conecte la GD no debe 

superar el 80% de la capacidad de la fase del 

transformador. 

− En proyectos concentrados de 1–3 MW (Esc. 1, 

4, 7), los niveles de distorsión de corriente 

superaron el 20%, siendo el efecto adverso más 

crítico.  

En el caso de no cumplir con uno de los aspectos 

técnicos, el proyecto se vuelve no prioritario y se deben 

realizar estudios adicionales de flujos de carga, flujos de 

potencia monofásicos, estudios de cortocircuito, estudios 

de protección y un mayor análisis de impacto en la red. 

 

 

 

• Proyectos de GD-FV trifásicos 

La priorización sigue la misma sistemática de la 

metodología de GD monofásica, con la diferencia de que 

además se consideran estudios de cargabilidad del 

transformador y del alimentador; así como el análisis de 

distorsión armónica de tensión, distorsión armónica de 

corriente y niveles de tensión [2]. 

 

Figura 15: Metodología de Selección de GD Trifásica 

Conectada a la Red de Baja Tensión [2] 

Los aspectos más relevantes que considerar respecto 

a los proyectos de GD trifásicas son[2]: 

− Flujos de potencia trifásicos, pérdidas técnicas, 

análisis de cortocircuito y estudios de 

protecciones. 

− En el caso de no cumplir uno de los aspectos 

técnicos, el proyecto se vuelve no priorizado. 

4.2 Propuesta Metodológica: Proyectos 

Conectados en Media Tensión. 

A continuación, se presenta la metodología de 

selección para la red de media tensión de fig.16: 

 

Figura 16: Metodología de Selección de GD-FV Conectada a 

Red de Media Tensión[2] 
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La metodología para la selección de GD-FV 

conectada a red de media tensión determina lo siguiente 

[2]: 

− Capacidad de proyectos: Actualmente los 

proyectos están limitados a 2 MW, con la 

posibilidad de aumentar la capacidad a 3 MW 

con los estudios pertinentes; sin embargo, de los 

análisis presentados se determina que, para no 

afectar el desempeño de la red, la capacidad no 

debe superar el 90% de la capacidad del 

transformador; aunque límites óptimos de 

penetración de GD para evitar sobretensiones se 

ubican entre el 50 % y 70 % de la capacidad del 

transformador a nivel internacional. 

− Distancia máxima: El análisis de sensibilidad 

determina que la distancia límite es de 6 km 

desde la cabecera, asegurando así no superar los 

límites de distorsión armónica. 

− El límite de desbalance de tensión máximo es de 

2%; sin embargo, en algunos países, el límite 

está en 3%. 

− La capacidad del alimentador no debe superar el 

80% al instalar la GD Fotovoltaicos. 

− La distorsión armónica total de tensión no debe 

superar el 5%, pero se recomienda realizar 

análisis armónicos individuales. 

− Las pérdidas no deben ser mayores del 6,2%; sin 

embargo, a nivel internacional se utilizan límites 

de 10%. 

− En el caso de no cumplir con los criterios 

técnicos, el proyecto entra a ser no priorizado. 

El interesado en el proyecto debería realizar 

mejoras para reducir el impacto en la red de baja 

y media tensión. Adicional, se debe considerar 

estudios complementarios de flujos de carga, 

estudios de cortocircuitos, estudio de 

protecciones y análisis de impacto en la red 

5. CONCLUSIONES 

Este trabajo presenta una metodología técnica para la 

evaluación y priorización de proyectos de generación 

distribuida fotovoltaica, basada en un análisis 

multivariable del impacto en redes de distribución 

desbalanceadas de baja y media tensión. A diferencia de 

los enfoques tradicionales centrados en indicadores 

individuales, la metodología integra parámetros de 

calidad del producto, cargabilidad, pérdidas, desbalance 

de tensión y distancia de conexión, proporcionando una 

visión integral del comportamiento de la red. 

 

Los resultados obtenidos a partir de simulaciones en 

redes reales permiten identificar umbrales técnicos 

relevantes para la planificación de la GD-FV. En redes de 

baja tensión, se evidencia que la conexión concentrada de 

GD con capacidades superiores al 60% de la capacidad 

del transformador incrementa el riesgo de sobretensión, 

flujo de potencia inverso y aumento de pérdidas. 

Asimismo, la conexión monofásica, especialmente al 

final del alimentador, produce incrementos significativos 

en el desbalance de tensión y en la distorsión armónica. 

En redes de media tensión, los niveles de tensión se 

mantienen dentro de los límites permisibles en todos los 

escenarios analizados; sin embargo, la distorsión 

armónica de corriente se incrementa considerablemente 

en configuraciones de GD concentrada, alcanzando 

valores superiores al 20%, lo que resalta la necesidad de 

incorporar este parámetro en los procesos de priorización 

técnica. 

 La metodología permite establecer distancias 

máximas de conexión de aproximadamente 400 m para 

redes de baja tensión y 6 km para redes de media tensión, 

garantizando condiciones operativas aceptables en 

términos de tensión y pérdidas. Estos valores no son 

universales, pero constituyen referencias técnicas útiles 

para redes con características similares. 

Finalmente, los resultados confirman que la conexión 

dispersa de GD-FV mitiga los efectos negativos 

asociados a configuraciones concentradas; sin embargo, 

la viabilidad de proyectos concentrados dependerá del 

cumplimiento estricto de los criterios técnicos 

establecidos. La metodología propuesta se presenta como 

una herramienta aplicable por empresas distribuidoras y 

entes reguladores para mejorar la toma de decisiones y 

asegurar una integración técnica eficiente de la 

generación distribuida 
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Abstract 

 

The study analyzes the performance of a solar-assisted 

heat pump for residential water heating, aiming to 

demonstrate its feasibility as a sustainable and energy-

efficient alternative while contributing to CO₂ emission 

reduction in step to the Sustainable Development Goals. 

The research combined hands-on experimentation with 

energy analysis, monitoring operational parameters, 

heating time, and calculating the coefficient of 

performance for 10 liters of water under varying solar 

radiation conditions. Additionally, the environmental 

impact of photovoltaic panels and battery storage was 

evaluated, alongside operating costs and estimated CO₂ 

emissions. The results revealed a maximum coefficient 

of performance of 6.2 and a minimum of 3.3, with 

heating times ranging from 30 to 35 minutes, indicating 

stable and efficient performance. The system consumes 

just 2.33 kW·h per year for active components, 

producing only 9.6 kg of CO₂, far below conventional 

electric or LPG heaters, whereas solar integration 

further lowers its carbon footprint. Overall, the findings 

highlight that this solar-assisted heat pump is 

technically effective, economically competitive, and 

environmentally responsible. 

Resumen 

 

La investigación evaluó la eficiencia energética y el 

rendimiento de una bomba de calor asistida por energía 

solar para el calentamiento de agua, validando su 

viabilidad como alternativa sostenible, que se alinea con 

los Objetivos de Desarrollo Sostenible. El estudio 

combinó experimentación práctica y análisis energético, 

midiendo parámetros operacionales, tiempo de 

calentamiento y calculando el coeficiente de 

rendimiento en un volumen de 10 litros de agua en 

diferentes condiciones de radiación solar, además de la 

estimación de emisiones de CO₂ y costos de operación, 

incluyendo la contribución ambiental de paneles 

fotovoltaicos y baterías de almacenamiento. El 

coeficiente de rendimiento máximo fue 6.2 y un mínimo 

de 3.3, con tiempos de calentamiento de 30 a 35 

minutos, con un rendimiento eficiente y estable. El 

sistema consume 2.33 kW·h anuales para sus 

componentes, generando 9.6 kg de CO₂, inferiores a 

alternativas eléctricas o a GLP, y reduce la huella de 

carbono mediante la integración de energía solar. Por lo 

que este sistema es una solución técnica, competitiva 

económicamente y ambientalmente responsable para la 

calefacción de agua residencial. 

Index terms— Solar-assisted heat pump, Energy 

efficiency, Renewable energy, Sustainable development 

goals, Carbon emissions. 

Palabras clave— Bomba de calor asistida por energía 

solar, Eficiencia energética, Objetivos de desarrollo 

sostenible, Energía renovable, Emisiones de carbono. 
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1. INTRODUCTION 

Ecuador still depends heavily on conventional energy 

sources, reflected in a per capita electricity consumption 

of approximately 1629 kW·h for 2024, with fossil fuels 

accounting for around 63 % of the country’s primary 

energy supply [1]. For the housing sector, electricity 

demand has increased over the past decade at annual rates 

of 4 to 6 %, reaching 6428 GW·h. This trend is influenced 

by regulated energy prices and substantial subsidies for 

fuels such as liquefied petroleum gas (LPG), which 

promote intensive fossil fuel use for domestic water 

heating and other household needs. Globally, the 

transition to renewable energy sources, such as solar, has 

proven critical for decarbonizing electricity systems [2], 

emphasizing the need for Ecuador to accelerate the 

adoption of cleaner and more efficient energy solutions 

in the residential sector. 

Despite a seemingly renewable energy matrix, with 

hydroelectric power providing 90% of electricity 

generation due to strategic investments in water 

resources [3], other renewables, such as solar, wind, and 

biomass, contribute only marginally, at 0.6, 0.7, and 1 to 

2 %, respectively [4]. Although solar potential is high 

across several regions, its exploitation remains limited by 

installation and storage costs. This highlights the 

necessity of integrating complementary renewable 

technologies to strengthen energy security and reduce 

CO₂ emissions. Residential energy consumption, 

particularly through LPG and electricity from fossil fuels, 

directly affects the national carbon footprint, with the 

energy sector responsible for up to 69% of total 

greenhouse gas emissions [5].  

According to Yildiz et al. [6], globally, water heating 

accounts for roughly 26 % of building energy use. In 

Ecuador, conventional electric and LPG water heaters 

significantly contribute to emissions without optimizing 

efficiency. This situation exacerbates environmental 

impacts, such as climate change, and increases household 

energy costs and dependence on imported fuels. 

Consequently, there is a pressing need for alternative 

solutions that reduce carbon intensity while enhancing 

the efficiency and sustainability of domestic hot water 

services, particularly in urban and residential contexts 

where equitable energy access is important. 

Lu et al. [7] examined the energy performance of 

various solar-assisted heat pump (SAHP) configurations 

for water heating across 39 cities in China. The study 

compared parallel and series arrangements, incorporating 

auxiliary heat sources, such as air, water, or electric 

resistance, while accounting for solar irradiance, ambient 

temperature, and auxiliary system efficiency. The results 

showed that the parallel configuration, in which the solar 

collector and heat pump operate simultaneously, 

generally achieves better energy performance, especially 

with air-to-water heat pumps under irradiance above  

500 W/m². Conversely, the series configuration, where 

the solar collector preheats the water before the heat 

pump, performs more efficiently only in colder climates 

or when the auxiliary system reaches a coefficient of 

performance (COP) above 6.9 with supply temperatures 

exceeding 45 °C. These findings highlight the 

importance of adapting SAHP design to local climatic 

conditions, providing practical guidelines for integrating 

hybrid solar systems into residential buildings. 

SAHP systems combine solar thermal energy with the 

vapor compression cycle, using solar radiation as the 

primary heat for the evaporator. Over the past decade, 

research has highlighted their potential to replace electric 

and LPG water heaters in households. Hai et al. [8] 

demonstrated that an optimized SAHP system can 

significantly reduce electricity consumption, operational 

costs, and CO₂ emissions, making it a promising solution 

for urban areas with high hot water demand. Similarly, 

Abbasi et al. [9] reported that a dual-source solar/air 

SAHP system can achieve COP values between 2.4 and 

3.94, cut electricity use by 25%, and lower annual CO₂ 

emissions by 1,450 kg, offering a stable and efficient 

operation despite solar variability, though with a payback 

period of about 19 years. 

Meena et al. [10] directed an experimental study on 

the energy performance of SAHP systems aimed at water 

heating and improving building energy efficiency. Their 

setup featured a heat pump coupled with a single flat-

plate solar collector with a transparent cover and copper 

absorber, capable of heating 60 liters of water from 15 to 

45 °C in approximately 70 minutes under an average 

solar irradiance of 700 W/m², achieving a maximum 

COP of 6. The study showed that system efficiency 

scales with solar irradiance, reaching COP values above 

5.6 under optimal conditions and dropping to around 2 

when irradiance falls below 450 W/m². Energy 

consumption was only 0.3 to 0.4 kW·h, resulting in 

savings of up to 2.5 kW·h compared to conventional 

electric water heaters and estimated payback period of six 

years, four months. 

The Sustainable Development Goals (SDGs), 

recognized in 2015 by the United Nations 2030 Agenda, 

present a framework for global efforts to eradicate 

scarcity, protecting the environment, and indorse 

prosperity for all [11]. Yumnam et al. [12] highlighted 

that research on SDGs has grown exponentially, 

particularly in areas, as renewable energy, weather 

action, impartial access to resources, and sustainable 

urban development. While developed nations remain the 

primary contributors, emerging economies are 

increasingly producing impactful scientific research, 

reflecting the global and interdisciplinary nature of 

sustainability challenges. 

Olabi et al. [13] review recent progress in solar 

thermal systems and their potential as sustainable 

alternatives for water heating, emphasizing goals beyond 

simple energy efficiency. The study examines different 

solar collector types, including flat-plate, evacuated tube, 

and photovoltaic-thermal (PV/T) hybrid systems, and 
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evaluates their performance under changing climatic 

conditions. It also identifies practical applications for 

residential, industrial, and agricultural contexts, such as 

zero-energy buildings, greenhouses, water pumping, and 

solar cooling. By effectively harnessing solar radiation 

and integrating thermal storage, these systems can 

provide a continuous hot water supply, enhance energy 

self-sufficiency, support environmental sustainability, 

and generate social and financial benefits, including job 

conception and reduced dependance on fossil fuels. 

Prolonged dependence on unrenewable energy 

sources, as fossil-fuel electricity and LPG, leads to 

significant environmental and economic impacts, 

including higher CO₂ emissions, fuel import dependence, 

and vulnerability to market fluctuations [14]. As 

highlighted by Singh et al. [15], this situation relates 

directly to SDG 7, ensuring admittance to reasonably 

priced, unfailing, sustainable, and modern energy, and 

SDG 13, which emphasizes urgent climate action. 

Furthermore, adopting clean and efficient technologies 

boosts responsible consumption and sustainable 

production in line with SDG 12, optimizing energy use 

while reducing environmental impact. In this context, 

hybrid solar-based systems emerge as key strategies to 

improve energy efficiency, mitigate climate change, and 

foster sustainability in residential and urban settings, 

supporting global sustainability commitments. 

Mercedes-Garcia et al. [16] investigate the 

enhancement of energy efficiency and the incorporation 

of renewable technologies in water heating systems to 

promote sustainability and advance the SDGs. The study 

evaluates 61 optimized water pumping and distribution 

systems that incorporate clean energy and energy 

recovery strategies, assessed through energy, economic, 

and environmental indicators. Findings show that more 

than 70 % of the systems achieved significant efficiency 

gains, with solar energy integration notably reducing 

fossil fuel consumption and greenhouse gas emissions. 

These improvements contribute to SDG 7, reasonable 

and clean energy, and support other SDGs, considering 

scarcity reduction, hunger, economic growth, and 

responsible consumption. 

The present study aims to assess the performance of 

the SAHP system for water heating, validating its 

feasibility as a sustainable and energy-efficient solution. 

By optimizing energy use and integrating renewable 

sources, the work addresses SDGs related to clean 

energy, water sustainability, and emission reduction. The 

paper is organized as follows: the Methodology section 

details the SAHP system and the mathematical models 

used for analytical evaluation. The Results section 

presents comparative figures representing experimental 

and analytical outcomes. The Discussion section 

contrasts these results with existing literature to validate 

the findings and highlight potential innovations. Finally, 

the Conclusions summarize the key contributions and 

insights obtained from the study. 

2. METHODOLOGY 

2.1  SAHP System   

A heat pump works on a thermodynamic refrigeration 

cycle, which transfers heat from a low-temperature 

source to a higher-temperature sink [17]. In this process, 

the evaporator absorbs heat either from the surrounding 

environment or from a solar collector, causing the 

refrigerant to vaporize. The vapor is subsequently 

compressed by the compressor, raising its pressure and 

temperature, then the stored energy is released to water 

in the condenser as the refrigerant condenses. The 

expansion valve drops the pressure of the liquid 

refrigerant, completing the cycle and allowing 

continuous operation. The SAHP system integrates these 

four main components: compressor, condenser, 

expansion valve, evaporator, into a coordinated system 

designed for efficient water heating. To monitor 

performance, pressure gauges (P) and thermocouples (T) 

are installed at the inlet of each component. Fig. 1 

presents a schematic of the SAHP system and its 

instrumentation setup. 

 

Figure 1: Schematic Representation of the SAHP System [18] 

2.2 Thermodynamic Analysis 

The thermodynamic cycle of the SAHP system was 

quantitatively analyzed using the heat transfer equation, 

which allows estimation of the thermal energy delivered 

to the water (Qwater) during the heating process. This 

analysis accounts for variations in the operating 

conditions of the working fluid, particularly the 

temperature difference between its initial and final states 

(ΔT ) [19]. Following the first law of thermodynamics, 

which asserts energy conservation in a system according 

to equation (1), the energy absorbed or released by the 

refrigerant at each stage of the cycle can be expressed as: 

𝑄𝑤𝑎𝑡𝑒𝑟 = 𝑚𝑤𝑎𝑡𝑒𝑟 · 𝑐𝑝 · ∆°𝑇, (1) 

where mwater represents the water mass, assumed 

constant during operation, and cp is the water specific 

heat water. The rate of heat transfer from a system 

component to the surrounding medium (𝑄̇𝑟𝑒𝑓) can be 

considered as the product of the working fluid’s mass 

flow rate (𝑚̇𝑟𝑒𝑓) and the enthalpy difference between 

inlet and outlet (Δh) [20]. This formulation is useful for 

processes where energy changes cannot be described 

solely by temperature differences, incorporating both 

internal energy variations and flow work. Equation (2), 
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therefore, provides a practical representation of the 

system’s real energy behavior and allows for the precise 

calculation of heat transfer at each stage of the cycle: 

𝑄̇𝑟𝑒𝑓 = 𝑚̇𝑟𝑒𝑓 · ∆ℎ (2) 

The electrical power supplied to the compressor 

(𝑊̇𝑐𝑜𝑚𝑝) represents the effective energy input to the 

system, which is converted into mechanical work to 

compress the working fluid. This can be calculated using 

equation (3), accounting for the applied voltage (V ), 

current (I ), and motor efficiency (η) [21]: 

𝑊̇𝑐𝑜𝑚𝑝 = 𝑉 · 𝐼 · 𝜂 (3) 

The coefficient of performance (COP) is an important 

parameter for evaluating the energy efficiency of a heat 

pump, as it relates the useful thermal energy delivered to 

the fluid (𝑄̇𝑜𝑢𝑡) to the electrical power consumed [22]. A 

higher COP indicates a more efficient system, 

transferring more thermal energy per unit of electricity. 

In solar-assisted heat pumps, COP can be notably 

enhanced because solar input preheats the refrigerant in 

the evaporator, reducing the compression work required. 

Equation (4) provides the calculation of this parameter: 

𝐶𝑂𝑃 =
𝑄̇𝑜𝑢𝑡

𝑊̇𝑐𝑜𝑚𝑝

 (4) 

2.3 Energy Analysis 

The thermal energy released by LPG combustion 

(ELPG) is calculated using equation (5), by considering the 

lower heating value (LHVLPG), which represents the 

energy available from complete combustion without 

including the latent heat of water vapor in exhaust gases, 

with a LHV of 11860 kcal/kg for LPG [23]: 

𝐸𝐿𝑃𝐺 = 𝑚𝐿𝑃𝐺 · 𝐿𝐻𝑉𝐿𝑃𝐺 , (5) 

where mGLP is the mass of fuel consumed. The 

associated CO₂ emissions (Eemission) are estimated with 

equation (6), using the emission factor (EFLPG), which 

reflects both the fuel composition and combustion 

efficiency, and for LPG, has a value of 2.96 kg CO₂  

per kg fuel [24]: 

𝐸𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 = 𝑚𝐿𝑃𝐺 · 𝐸𝐹𝐿𝑃𝐺  (6) 

2.4 Cost Analysis 

Data from the National Institute of Statistics and 

Censuses (INEC) [25] indicate that the average 

electricity consumption in urban areas of Ecuador is 

approximately 155 kW·h per month, with an average 

monthly cost of USD 18.52 in Quito, one of the cities 

with the highest electricity tariffs in the country. From 

these values, the unit electricity cost can be estimated at 

USD 0.0904 per kW·h. For a typical 5 kW electric 

shower used 20 minutes per day, the monthly energy 

consumption reaches roughly 55 kW·h, corresponding to 

an energy cost of about USD 17. When additional 

charges, such as distribution, public lighting, fire 

services, and waste collection, are included, the total 

monthly cost rises to USD 30, resulting in an effective 

cost (ckW·h) of USD 0.33 per kW·h consumed. The 

operational price of the SAHP system (Cost) is calculated 

applying equation (7), which evaluates the economic 

feasibility of the prototype in comparison with 

conventional water heating systems relative to the energy 

consumed (Econsume) [26]: 

𝐶𝑜𝑠𝑡 = 𝐸𝑐𝑜𝑛𝑠𝑢𝑚𝑒 · 𝑐𝑘𝑊·ℎ (7) 

LPG represents another common energy source for 

Ecuadorian households, with prices heavily subsidized 

by the government. The market cost of a 15 kg cylinder 

is USD 12. However, due to a 650 % subsidy, the 

consumer price is reduced to just USD 1.60 [27]. 

Considering the lower heating value of 11860 kcal/kg, 

the actual cost per unit of energy is approximately USD 

1.05 × 10⁻⁴ per kcal, equivalent to USD 0.0906 per kW·h. 

Without subsidies, LPG is comparable in cost to 

electricity, but the subsidized rate makes it a far more 

economical option for domestic water heating. 

3. RESULTS 

The analyzed SAHP system incorporates a solar 

collector that functions directly as the evaporator. In 

addition, a photovoltaic power source supplies 12 V of 

direct current to operate the digital display meters and the 

variable-speed compressor. The compressor’s estimated 

monthly energy consumption is approximately  

2.33 kW·h, which is fully provided by solar energy. Fig. 

2 illustrates the experimental SAHP prototype, where a 

flat-plate aluminum collector serves as the evaporator, 

and a copper coil submerged in the storage tank 

performances as the condenser. 

 

Figure 2: SAHP System Prototype 

The experimental data, shown in Fig. 3, present the 

variation in the system’s COP as a function of water 

temperature during the heating process. As the water 

temperature increases from its initial range of 16 to 17 

°C, a gradual decline in COP is observed. This behavior 

results from the higher workload imposed on the 

compressor and the reduced thermal gradient between the 

evaporator and the condenser. To meet domestic hot 
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water requirements of approximately 30 °C, the 

thermostat was adjusted to automatically switch off the 

system once the water temperature reached 45 °C, taking 

into account thermal losses along the distribution pipes 

before reaching the point of use. 

 

Figure 3: COP Analysis of the SAHP System 

Under favorable solar conditions, with irradiance 

levels exceeding 700 W/m², the system achieved peak 

COP values of around 5.5, reflecting a strong energy 

performance due to the additional thermal input from the 

solar collector. This efficiency notably surpasses that of 

conventional heat pump systems, which typically operate 

with average COP values near 3. Conversely, when solar 

radiation dropped below 500 W/m², the COP ranged 

between 3.6 and 6.2, highlighting the direct influence of 

solar availability on system performance. Overall, these 

findings confirm that integrating solar energy with heat 

pump technology is a real-world and effective solution 

for domestic water heating, enabling significant 

reductions in electrical energy consumption. 

Domestic water heating accounts for approximately 

60 to 70 % of total household energy use in urban areas, 

equivalent to about 17.40 m³ of water per month from an 

average total consumption of 26 m³. Considering that 

heating 1 m³ of water requires 41.84 kW·h, the monthly 

cost of heating this volume is roughly USD 3.80 using 

LPG and USD 3.20 using electricity, excluding subsidies. 

With government subsidies applied to LPG, however, the 

monthly cost drops dramatically to USD 5.50, compared 

to USD 66.03 without subsidies. While the intrinsic 

energy costs of LPG and electricity are comparable, 

subsidies distort their real competitiveness, underscoring 

the need to explore sustainable alternatives, such as solar-

assisted or hybrid systems, which can reduce both costs 

and emissions while minimizing reliance on government 

support. 

Fig. 4 illustrates the cost of heating one cubic meter 

of water using different technologies. The analysis 

highlights the economic advantage of the SAHP system 

compared to conventional methods. Electric showers 

incur an average cost of USD 0.90 per m³, while LPG 

heaters cost USD 3.80 per m³ without subsidy, and  

USD 0.24 per m³ with subsidy. By contrast, the proposed 

SAHP system significantly lowers operational expenses 

by leveraging both photovoltaic and thermal solar 

energy, demonstrating its potential as a cost-effective 

solution. 

 

Figure 4: Comparative Cost of Heating per m3 of Water 

Fig. 5 presents a comparative evaluation of energy 

consumption, monthly costs, and annual CO₂ emissions 

across different water-heating systems, emphasizing 

their environmental and economic impacts. Conventional 

systems, such as electric showers and LPG heaters, 

exhibit the highest energy consumption and emissions, 

55 kW·h/month and 226.55 kg CO₂/year for electric 

showers, and up to 1,065.6 kg CO₂/year for LPG systems. 

Although LPG subsidies reduce monthly costs, from 

USD 66.03 to USD 5.50, emissions remain significant.  

 

Figure 5: CO₂ Emissions and Energy Consumption for Different 

Water-Heating Systems 

Conversely, the SAHP system, both in its standalone 

configuration and when assisted by photovoltaic panels 

and batteries, eliminates direct electricity use and reduces 

CO₂ emissions dramatically to only 9.6 and 110 kg/year, 
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respectively, confirming the system’s efficiency, 

sustainability, and economic viability for residential 

water heating. 

While the solar heat pump generates no direct 

operational emissions, the manufacturing of photovoltaic 

panels and energy storage components contributes 

indirectly to its carbon footprint. Solar panel production 

typically releases 30 g CO₂ per kW·h generated over a 

25-year lifespan, whereas gel batteries emit 

approximately 170 kg CO₂ per unit, with a 6-year 

lifespan. Distributed across their operational life, this 

results in an annual contribution of around 43.8 kg CO₂ 

from the panels and 56.7 kg CO₂ from the batteries, 

substantially lower than the emissions from conventional 

water-heating technologies. 

4. DISCUSSION 

Quitiaquez et al. [28] provided an important 

experimental foundation for understanding the thermal 

behavior of SAHP systems, emphasizing how the tilt 

angle influences the heat transfer coefficient (HTC) of an 

aluminum flat-plate collector/evaporator using R600a as 

the working fluid. Building on this principle, the present 

study also harnesses solar radiation as the primary 

thermal energy source for refrigerant evaporation, 

enhancing overall energy efficiency through improved 

COP. Unlike the earlier work, which focused on 

statistical analysis and two-phase flow transitions based 

on collector inclination, this research evaluates the 

practical performance of a photovoltaic-assisted SAHP 

system for sustainable water heating. Moreover, it 

incorporates a more integrated perspective by connecting 

thermal performance with environmental and economic 

outcomes, quantifying reductions in energy consumption 

and CO₂ emissions. 

Similarly, Yi et al. [29] reviewed technological 

developments in SAHP systems, highlighting gains in 

energy efficiency and limitations at low temperatures. In 

line with these findings, this study implements a 

photovoltaic-assisted SAHP that enhances COP and 

reduces electrical dependence through the combined use 

of solar thermal and photovoltaic energy. Distinct from 

primarily theoretical studies, this work integrates 

experimental and multidisciplinary analysis in the 

Ecuadorian context, evaluating system performance, 

operational costs, and emissions under real conditions. 

The results confirm the technical, environmental, and 

economic feasibility of the system as a sustainable 

alternative for residential hot water, supporting SDGs 7 

and 13 while aligning with global trends in energy 

transition and decarbonization. 

Obura et al. [30] emphasize the importance of 

renewable energy technologies to improve water 

resource management and decrease reliance on 

conventional energy sources. This research addresses 

similar challenges, aligning with multiple SDGs. 

Specifically, it supports SDG 7 – Affordable and Clean 

Energy by demonstrating a solar-assisted heat pump that 

reduces conventional electricity and LPG consumption 

while promoting efficient renewable sources. It 

contributes to SDG 13 – Climate Action by showing that 

hybrid renewable systems can significantly lower CO₂ 

emissions from domestic energy use. Additionally, it 

addresses SDG 6 – Clean Water and Sanitation by 

improving heating processes and reducing energy waste 

associated with water usage, and SDG 12 – Responsible 

Consumption and Production by encouraging the 

adoption of sustainable, low-impact technologies that 

integrate efficiency, economic viability, and 

environmental responsibility. Fig. 6 illustrates the 

sequential relevance and overall feasibility of 

implementing clean energy-based solutions, positioning 

the proposed system as a practical contribution toward 

the SDGs of the 2030 Agenda. 

 

Figure 6: Relationship and Significance of the SDGs with the 

Proposed SAHP System 

Manesh and Liu [31] highlight the importance of a 

multidisciplinary approach for advancing innovative 

energy technologies that consider technical, economic, 

and environmental dimensions. This research 

demonstrates that SAHP systems improve thermal 

performance through higher COP and solar efficiency, 

improving electricity consumption and reducing CO₂ 

emissions. Fig. 7 depicts the integrated approach, 

combining Mechanical Engineering, Renewable Energy, 

Environmental Engineering, and Economics to empower 

a comprehensive evaluation of the SAHP system. 

Thermodynamic analysis guided the design and 

assessment of thermal performance, while environmental 

evaluation addressed life-cycle impacts and emission 

reductions. Economic and energy assessments 

determined financial feasibility and operational 

efficiency. Collectively, these findings show that the 

proposed solution is technically sound, environmentally 

responsible, and economically viable, reinforcing its 

scientific relevance and alignment with the SDGs. 
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Figure 7: Multidisciplinary Framework for Evaluating the SAHP 

System 

5. CONCLUSIONS 

The solar-assisted heat pump revealed adequate 

thermal performance, achieving a maximum coefficient 

of performance (COP) of 6.2 and a minimum of 3.3 for 

heating 10 liters of water from 17 °C to 45 °C under 

varying solar radiation conditions. The integration of an 

aluminum flat-plate solar collector as the evaporator 

helped raise the refrigerant’s evaporation temperature, 

improving heat transfer and ensuring stable operation 

across a solar irradiance range of 500 to 700 W/m². These 

findings confirm the technical feasibility of the system 

and highlight its economic advantage, as it reduces 

operating time and enhances energy efficiency compared 

to conventional water heating methods. 

Energy consumption analysis exposed that the solar 

heat pump system requires only about 2.33 kW·h per year 

to power the compressor and digital components, 

resulting in 9.6 kg of CO₂ emissions annually. In 

comparison, a conventional electric shower emits 

226.55 kg/year, and an LPG water heater emits 

1,065.6 kg/year. Considering the lifecycle emissions of 

photovoltaic panels and batteries, indirect CO₂ emissions 

range from 43.8 to 56.7 kg/year, demonstrating a 

substantial reduction in household carbon footprint. 

These results establish the SAHP system as an 

environmentally sustainable option capable of 

significantly lowering greenhouse gas emissions while 

reducing residential electricity consumption. 

The adoption of the SAHP system aligns with the 

SDGs, supporting reasonable and clean energy (SDG 7), 

climate action (SDG 13), sustainable water management 

(SDG 6), and responsible consumption and production 

(SDG 12). The verified reductions in energy use and CO₂ 

emissions illustrate that such hybrid renewable systems 

can be effectively integrated into local sustainability 

strategies, promoting cleaner energy transitions and 

contributing to climate change mitigation in line with the 

2030 Agenda. 
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Abstract 

 

This work presents an experimental investigation of the 

effects of aging on the photometric performance of 

public luminaires equipped with LED technology. Four 

commercial models with powers of 40W, 80W, 150W, 

and 200W were evaluated, subjected to standardized 

tests under controlled laboratory conditions. The tests 

followed the IES LM-80-15 standards and INMETRO 

regulations, and included photometric analyses, 

goniometric tests, UV radiation tests, and In-Situ 

thermal measurements (ISTMT). The results reveal 

significant variations in luminous flux, energy 

efficiency, and light quality over six thousand hours of 

simulated operation. Optical degradation, especially of 

the lenses, showed a direct impact on the uniformity of 

light distribution. The study provides relevant technical 

support for the specification, acquisition, and 

maintenance of public luminaires, contributing to the 

increase of the lifespan and efficiency of the urban 

lighting system. 

 

Resumen 

 

Este trabajo presenta una investigación experimental 

sobre los efectos del envejecimiento en el desempeño 

fotométrico de luminarias públicas equipadas con 

tecnología LED. Se evaluaron cuatro modelos 

comerciales con potencias de 40 W, 80 W, 150 W y 200 

W, sometidos a ensayos estandarizados en condiciones 

controladas de laboratorio. Las pruebas se realizaron de 

acuerdo con las normas IES LM-80-15 y las 

regulaciones del INMETRO, e incluyeron análisis 

fotométricos, ensayos goniométricos, pruebas de 

radiación ultravioleta y mediciones térmicas in situ 

(ISTMT). Los resultados revelan variaciones 

significativas en el flujo luminoso, la eficiencia 

energética y la calidad de la luz más de seis mil horas de 

operación simulada. La degradación óptica, 

especialmente de las lentes, mostró un impacto directo 

en la uniformidad de la distribución luminosa. El 

estudio proporciona un soporte técnico relevante para la 

especificación, adquisición y mantenimiento de 

luminarias públicas, contribuyendo al aumento de la 

vida útil y la eficiencia del sistema de alumbrado 

urbano. 

 

Index terms— Public lighting, LED, accelerated 

aging, photometric performance, laboratory tests, 

regulatory compliance. 

Palabras clave— Alumbrado público, LED, 

envejecimiento acelerado, desempeño fotométrico, 

ensayos de laboratorio, cumplimiento normativo. 
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1. INTRODUCTION 

The replacement of traditional public lighting systems 
with luminaires based on LED (Light Emitting Diode) 
technology represents a milestone in the advancement of 
public policies aimed at energy efficiency, sustainability, 
and urban safety. This technological transition has been 
widely encouraged by regulatory bodies and government 
programs, such as the National Electric Energy 
Conservation Program (PROCEL), due to the high 
luminous efficacy, longer lifespan, and lower 
environmental impact of LED solutions ([1], [2]). 
However, the long-term reliability of LED luminaires still 
raises technical concerns, especially regarding the 
stability of their photometric parameters in operating 
environments. The optical degradation of materials, aging 
of electronic components, and thermal variations directly 
affect the performance and regulatory compliance of these 
devices ([3][4],[6]).It is therefore essential to conduct 
experimental investigations that simulate real conditions 
of prolonged use, considering not only the initial tests but 
also the impact of extended operation cycles, ultraviolet 
radiation, temperature variations, and environmental 
exposure. Technical standards such as IES LM-80-15 and 
INMETRO Ordinance No. 25/2022 establish the criteria 
and methodologies for characterizing the maintenance of 
luminous flux, luminous efficacy, thermal stability, and 
chromatic characteristics of LED luminaires ([3], [5], 
[7]).Recent research (e.g., [4], [5]) demonstrates that, 
although LEDs exhibit slow and progressive degradation, 
optical elements such as polycarbonate or polypropylene 
lenses are highly susceptible to UV radiation and can to 
present yellowing, cracks or loss of transparency.  

These effects compromise the photometry of the 
luminaire even when the emitting chip still maintains 
satisfactory performance. Thus, it becomes essential to 
evaluate the system as a whole — LED, driver, housing, 
heatsink, and optics — in an integrated manner and in 
accordance with the conditions of use. In this context, this 
article proposes a rigorous approach to evaluating the 
photometric performance of four models of LED 
luminaires used in public lighting in Brazil. The research 
was conducted at the Luminotechnics Laboratory of the 
Federal Fluminense University (LABLUX/UFF), 
accredited by INMETRO, through the performance of 
photometric tests, goniometric tests, UV aging, in situ 
thermal tests (ISTMT), and lifespan tests, according to the 
recommendations of applicable standards.  

The study aims to quantify the impacts of accelerated 
aging on photometric parameters, validate compliance 
with legal requirements, and provide technical support for 
decision-making by municipalities, concessionaires, and 
manufacturers. The article is structured as follows: section 
2 presents the theoretical and normative foundations that 
support the adopted methodology; section 3 defines the 
specific objectives of the investigation; section 4 
describes the models of luminaires studied and the 
experimental protocol; section 5 details the tests 
performed; section 6 discusses the results obtained; and 
section 7 presents the conclusions and technical 
recommendations. 

This study contributes to scientific literature by 

presenting laboratory-measured data obtained in 

accordance with applicable technical standards, 

emphasizing the relevance of evaluating key parameters 

throughout the service life of LED public lighting 

luminaires. The assessment of these parameters is 

essential for verifying performance stability, degradation 

behavior, and luminous quality, thereby supporting 

compliance evaluation, product qualification, and 

regulatory decision-making. 

2. THEORETICAL FRAMEWORK AND 

LUMINOTECHNICAL FOUNDATIONS  

2.1 Fundamentals of Photometry and 

Luminotechnics 

The characterization of the performance of public 
lighting systems with LED technology requires the 
understanding and application of fundamental principles 
of photometry, a field of optics dedicated to measuring 
visible light in terms of its perception by the human eye. 
The basic photometric quantities used in this study 
include Luminous Flux (Φ), Luminous Intensity (I), 
lluminance (E), Luminance (L), Luminous Efficacy (η), 
Correlated Color Temperature (CCT or CCT), Color 
Rendering Index (CRI), Maintenance Factor (FM). 

In addition to these classic concepts, the present study 

makes use of complementary metrics such as the BUG 

parameter (Backlight, Uplight, Glare), developed by the 

Illuminating Engineering Society of North America 

(IESNA), which classifies the distribution of luminous 

flux in zones for controlling light pollution. 

2.2 Fundamental Technical Standards  

The investigation is anchored on a solid normative 

basis, composed of regulations and technical procedures 

that ensure the comparability and reproducibility of 

results. The following applied standards stand out: 

• IES LM-80-15 – Defines the procedures for 

measuring the maintenance of luminous flux of LEDs 

over time. [8] 

• INMETRO Ordinance No. 25/2022 – Establishes 

criteria for performance evaluation and energy efficiency 

of public lighting fixtures. [9] 

• ENERGY STAR TM-21-11 – Protocol for 

estimating the lifespan of LEDs based on LM-80 data. 

[10] 

• IESNA LM-79-19 – Procedure for photometric 

and electrical measurement of LED-based lighting 

products. [11] 

• ASTM G154-16 – Standard for accelerated UV 

exposure testing for plastics and polymeric materials. 

[12] 

• CIE 13.3-1995 - Method of Measuring and 

Specifying Colour Rendering Properties of Light Sources 

[13]. 
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These standards ensure that the tests conducted at 
LABLUX/UFF comply with national and 
international performance and safety requirements. 
They also underpin the criteria for mandatory 
certification of products in Brazil. 

2.3 Degradation of Optical Components 

Although LED chips exhibit good stability over the 
projected lifespan (50,000 hours or more), several studies 
indicate that the optical elements of luminaires — such 
as diffusers and collimating lenses made of 
polycarbonate or polypropylene — are sensitive to 
degradation induced by ultraviolet radiation and thermal 
variations ([5], [6]). Phenomena such as yellowing, loss 
of transparency, formation of microcracks, and 
modification of the refractive index result in significant 
losses of useful luminous flux, alteration of the emission 
spectrum, and distortion of the spatial distribution of 
light. Figure 1 illustrates the outcome of this process in 
lenses exposed for six thousand hours in a UV chamber. 

 

Figure 1: Process in Lenses Exposed for Six Thousand Hours 
in a UV Chamber. 

2.4 Importance of Systemic Evaluation 

The photometric behavior of an LED luminaire 

cannot be evaluated in isolation from the emitting source. 

The interaction between the various elements — light 

source, driver, housing, heat sink, optical elements, and 

mounting system — determines the actual performance 

of the luminaire in the field ([4], [5]). Thus, tests such as 

absolute photometry, ISTMT (In Situ Temperature 

Measurement Test), and accelerated aging simulations 

are essential to extrapolate the LED behavior in the 

laboratory to real urban operating conditions. The use of 

the TM-21/LM-80 spreadsheet, as recommended by 

Energy Star [4], enables this projection based on reliable 

measurements. 

3. STUDY OBJECTIVE 

The increasing adoption of LED luminaires in public 

lighting requires systematic analyses that demonstrate 

their durability, photometric stability, and compliance 

with technical standards under real or simulated 

prolonged use conditions. Thus, the main objective of 

this study is: To evaluate the impact of accelerated aging 

on the photometric, chromatic, and energy performance 

of different models of LED luminaires used in public 

lighting, focusing on the degradation of optical 

components and the variation of normative parameters of 

technical compliance. Specifically, the work seeks to: 

• Quantify the depreciation of luminous flux, 

luminous efficacy, and correlated color temperature 

(CCT) over six thousand hours of simulated operation. 

• Verify the maintenance of luminous distribution 

through goniometric tests according to the BUG criteria 

of IESNA. 

• Evaluate the effect of ultraviolet (UV) radiation 

on the optical behavior of polypropylene and 

polycarbonate lenses, with special attention to the color 

rendering index (CRI) and the R9 parameter. 

• Conduct In Situ Test (ISTMT) for critical thermal 

analysis of the most exposed LED of the luminaire, 

correlating the measurements with the LM-80 data and 

estimating the projected lifespan (L70) through the 

ENERGY STAR model ([10]). 

• Validate compliance with INMETRO Ordinance 

No. 25/2022 and other applicable standards regarding the 

minimum performance required for the marketing and 

certification of public LED luminaires in Brazil. 

4. CASE STUDY 

4.1 Luminaire Models  

The following LED luminaire models were analyzed 
as shown in Table 1, with typical application in public 
lighting: 

Table 1: LED Luminaire Models 

Model Power 
Color 

Temp. 

Degree 

of 

Protecti

on 

Optical 

Class. 

GL 421 200W 5000K IP66 
Type II - 

Medium 

Modular 

LED 

Aries 

80W 4000K IP66 
Type II - 
Short 

MG 150W 6500k IP66 
Type I - 
Short 

Modular 

LED 
Aries 

40W 5000K IP66 
Type II - 

Short 

The selection of models was based on availability 
at the LABLUX/UFF laboratory and the 
representativeness of the national market. All 
models were provided by manufacturers with a 
consolidated presence in the public lighting segment.  

4.2 Methodological Considerations  

The luminaires used were made available 
exclusively for testing purposes, with mandatory 
return to the manufacturer at the end of the study, 
according to the granting protocol.  

The 200W luminaire (GL 421) was the only one to 
have the LM-80 report of the LED, allowing the In 
Situ Test (ISTMT) to be conducted with an estimated 
lifespan based on TM- 21 extrapolation. The other 
luminaires were subjected to flux maintenance tests, 
according to the guidelines of [9]. 

All experimental tests were conducted on fully 
assembled luminaires, evaluated as integrated 
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systems. The in-situ measurement was the only test 
performed at the LED level; however, it was carried 
out with the LED mounted within the luminaire 
assembly, ensuring that the electrical, thermal, and 
optical operating conditions were representative of 
actual luminaire operation. 

All tests were conducted at the LABLUX 
laboratory, and the reported results present traceable 
measurement uncertainty values. 

4.3 Equipment Used 

The following instruments were used (Figure 2), 
all properly calibrated according to metrological 
requirements: 

• Ulbricht Integrating Sphere – Measurement of 

total luminous flux.  

• Everfine DPS Voltage Source – Control of 

voltage and supply frequency (220 VAC / 60 Hz). 

• Everfine HAAS 2000 Spectroradiometer – 

Measurement of spectrum, CCT, and color rendering 

index. 

• Yokogawa WT210 Wattmeter – Accurate 

measurement of active power and power factor. 

 

         

Figure 2: Ulbricht Integrating Sphere and Goniophotometer 

All tests were conducted in a controlled environment 

(25 ± 1 ºC and relative humidity < 65%). 

4.4 Testing Schedule 

The luminaires remained in continuous operation for 

six thousand hours, with data collection at regular 

intervals. Table 2 summarizes the adopted schedule: 

Table 2: Summary of the schedule 

Time Marker 

Operating 

Time 

Actual 

Date 

Installation 0 h 06/11/2017 

1st Measurement 1000 h 20/07/2023 

2nd Measurement 2000 h 07/11/2023 

3rd Measurement 3000 h 20/12/2023 

Final Test 6000 h (according to simulation) 

5. TESTS CONDUCTED 

This section details the experimental procedures 
applied in the evaluation of the performance of LED 
luminaires, according to technical standards and 
testing protocols adopted by the Lighting Laboratory 
of the Federal Fluminense University (LABLUX). The 

tests were conducted with the aim of measuring 
changes in the photometric and electrical parameters 
of the devices over six thousand hours of simulated 
operation. 

5.1 Photometric Test 

The photometric tests were conducted according to 
the parameters of IES LM-79-19 and INMETRO 
Ordinance No. 25/2022. Measurements were taken 
initially and after intervals of 1000h, 2000h, 3000h, 
and 6000h. The following parameters were recorded: 

• Luminous Flux (lm). 

• Luminous Efficiency (lm/W). 

• Correlated Color Temperature (CCT). 

• Color Rendering Index (CRI and R1 to R15). 

• Electric Current (A), Voltage (V), Power (W), and 

Power Factor (PF). 

5.2 Goniometric Test 

The goniometric test was conducted using a type C 
goniophotometer, according to the IES LM-79-19 
specification. The equipment allows measuring the 
spatial distribution of luminous intensity in spherical 
coordinates and generating photometric files (.IES). 
Variations of the BUG (Backlight, Uplight, Glare) 
system were evaluated over the initial 3000h of 
operation. The 80W and 150W luminaires showed 
variations in the glare index and in the flow 
distribution, changing from B2-U2-G2 to B3-U2-G2 
and B3-U1-G1 respectively. The 200W luminaire 
showed stability in the BUG parameter, maintaining 
the classification B4-U2- G4. 

5.3 Ultraviolet Test (UV) 

The UV test was conducted in the OTS UV Test 
Machine chamber, illustrated in Figure 3, simulating 
continuous solar exposure with UV-B radiation (280–
315 nm) and control of temperature and humidity.  

 

Figure 3: Temperature Trend Line of the Studied Models 

The polypropylene lenses remained in the chamber 
for 2016h, in cycles of 12h, with 8h exposed to 70 ºC 
and 0.49 W/m², and 4h with humidity at 100% at 50 
ºC. Cloudiness, loss of transparency, and color change 
were observed in the lenses.  
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5.4 Life Test 

The luminaires were kept in continuous operation 
for six thousand hours in a controlled environment as 
illustrated in Figure 4. This test, according to [3], 
allows verifying the maintenance of luminous flux and 
other characteristics over time. The measurements 
followed the same periodicity as the photometric tests.  

 

Figure 4: Life Test 

5.5 In Situ Thermal Test (ISTMT) 

The ISTMT test was applied exclusively to the 
200W GL 421 luminaire, which had an LM-80 report 
provided by the manufacturer. According to IES TM-
21-11 and Energy Star [4], the LED temperature was 
measured using a type K thermocouple, installed at the 
point of highest thermal dissipation, as shown in 
Figure 5. 

 

Figure 5: Connections in the Luminaire for the ISTMT Test 

During the tests, the luminaire was positioned in 
the climate chamber at 45 ºC for 40 minutes as 
illustrated in Figure 6. The temperature and current 
data allowed for a comparison of performance with 
the limits of LM-80.  

 

6. RESULTS AND DISCUSSION 

The analysis of the results obtained over six 

thousand hours of testing demonstrated 

measurable variations in the photometric, 

spectral, and thermal performance of the 

evaluated luminaires. The results are presented 

below by evaluated parameters, emphasizing 

degradation behavior and compliance with 

applicable technical requirements. 

 

Figure 6: Schematic of the ISTMT Test 

Table 3 presents a comparison of the 

photometric parameters measured before and after 

the aging tests, highlighting the depreciation of 

luminous flux, correlated color temperature (CCT), 

and luminous efficacy. 

Table 3: Compares the Photometric Parameters 

 

Goniometric testing identified changes in 

luminous intensity distribution and glare-related 

parameters for the 80 W and 150 W luminaires. The 

80 W luminaire exhibited a change in BUG 

classification from B2–U2–G2 to B3–U2–G2, 

while the 150 W model changed from B3–U1–G1 

to B3–U2–G2. The 200 W luminaire maintained its 

BUG classification throughout the test period, 

remaining at B4–U2–G4. 

The ultraviolet (UV) exposure test revealed 

visible yellowing of the optical lenses after aging, 

as shown in Figure 2, indicating degradation of the 

optical material. Life test results further indicated 

that most luminaires experienced significant 

performance depreciation after three thousand hours 

of operation. Although the 40 W luminaire 

exhibited greater thermal and spectral stability up to 

this point, it did not comply with the CCT 

acceptance criteria at six thousand hours. 

Power

Maintenance

Initial Final Initial Final Initial Final Initial Final

Luminous Flux (lm) 6953.80 5640.60 11551.70 10363.79 16072.60 11977.20 38992.30 31493.88

Eficiencia 

Luminosa (lm/W) 172.55 140.98 143.28 129.06 116.88 86.00 195.73 159.74

CCT (K) 5033.88 4361.00 4118.04 3852.36 6822.36 5311.44 5063.04 4335.12

Ra 77.70 75.60 76.70 75.60 79.90 76.30 77.70 75.70

R1 75.00 71.00 74.00 72.00 77.00 71.00 74.00 71.00

R2 83.00 81.00 83.00 82.00 84.00 82.00 84.00 82.00

R3 88.00 89.00 89.00 90.00 87.00 90.00 89.00 90.00

R4 76.00 74.00 75.00 73.00 79.00 77.00 75.00 72.00

R5 75.00 71.00 73.00 71.00 79.00 72.00 74.00 71.00

R6 75.00 73.00 75.00 74.00 78.00 75.00 76.00 74.00

R7 87.00 87.00 84.00 84.00 87.00 87.00 86.00 86.00

R8 64.00 59.00 60.00 57.00 68.00 60.00 63.00 59.00

R9 -3.00 -12.00 -6.00 -9.00 1.00 -16.00 -6.00 -13.00

R10 57.00 54.00 58.00 57.00 60.00 56.00 59.00 57.00

R11 71.00 67.00 69.00 67.00 75.00 67.00 68.00 65.00

R12 56.00 50.00 56.00 53.00 64.00 54.00 55.00 50.00

R13 76.00 73.00 75.00 74.00 79.00 73.00 76.00 73.00

R14 93.00 93.00 93.00 94.00 92.00 94.00 94.00 94.00

R15 70.00 66.00 69.00 67.00 74.00 66.00 70.00 66.00

I (A) 0.20 0.20 0.38 0.37 0.65 0.66 0.92 0.91

U (V) 220.00 220.00 220.00 220.00 219.80 219.80 219.60 219.70

P (W) 40.30 40.01 80.62 80.30 137.50 139.30 199.20 197.10

PF 0.92 0.92 0.97 0.98 0.96 0.96 0.98 0.98

40 W 80 W 150 W 200 W

0.81 0.90 0.75 0.81
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6.1 Maintenance of Luminous Flux 

The depreciation of luminous flux was evaluated 
through photometric measurements conducted at 
multiple time intervals over six thousand hours of 
operation. The results indicate that luminous flux 
loss becomes more pronounced after three thousand 
hours, with the most significant degradation 
observed in the 150W and 200W luminaires. The 
150W model exhibited an approximate luminous 
flux reduction of 25% at 6000 h, suggesting 
potential non-compliance with the maintenance 
criteria established by INMETRO Ordinance No. 
25/2022. 

The distinct luminous flux behaviors observed 
between the 150W and 80W luminaires are 
attributed to differences in thermal and optical stress 
associated with their respective operating power 
levels. Higher-power luminaires are subjected to 
increased thermal load, elevated LED junction 
temperatures, and higher photon density, which 
accelerate degradation mechanisms at both the LED 
package and system levels. Consequently, the 150 
W luminaire presented a more pronounced 
luminous flux depreciation over time, whereas the 
80 W model exhibited a comparatively more stable 
performance. 

These results are consistent with findings 
reported in scientific literature, which indicate that 
luminous flux degradation in LED luminaires is 
primarily driven by the combined effects of 
thermally induced LED lumen depreciation and 
aging of optical components, particularly polymeric 
lenses and protective covers [14], [15]. Optical 
materials exposed to elevated temperatures and 
short-wavelength radiation are prone to yellowing 
and transmittance loss, leading to a reduction in 
effective luminous flux even when electrical 
operating conditions remain within specified limits 
[16]. 

To support the comparison between luminaires 
of different wattages, a deviation analysis was 
performed using coefficients of variation and 
temporal performance trends. This methodology 
enables the identification of systematic degradation 
effects while reducing the influence of 
measurement uncertainty, thereby confirming that 
the observed differences in luminous flux behavior 
are physically meaningful and directly related to 
operating conditions rather than experimental 
variability [13]. 

Overall, the results demonstrate that higher-
power LED luminaires are more susceptible to 
accelerated photometric degradation due to 
combined thermal and optical stresses, 
underscoring the importance of system-level 
evaluation and extended aging tests for the 
assessment of long-term performance, durability, 
and regulatory compliance. In this context, it is 
recommended that the testing period be extended 

beyond 6,000 hours to enable a more robust 
evaluation, as this operating duration corresponds to 
stabilized and representative operating conditions of 
the luminaire components. 

Table 4 Maintenance of Luminous Flux shows 

the measured luminous flux values in the different 

luminaires over 6000 h of operation: 

Table 4: Maintenance of Luminous flux (lm) 
Model 0h 1000h 2000h 3000h 6000h 

40W 6953.8 6566.4 7307.3 7786.8 5640.6 

80W 11551.7 11945.9 10997.6 12720.2 10363.8 

150W 16072.2 15189.1 15958.1 14669.6 11977.2 

200W 38992.3 29539.1 33002.6 43337.2 31493.9 

6.2 Luminous Efficiency 

The luminous efficiency followed a trajectory 

like the luminous flux. Fixtures with higher initial 

power showed greater sensitivity to thermal and 

optical degradation. The efficiency of the 150W 

model dropped from 116.88 lm/W to 86.00 lm/W by 

the end of the period, while the 200W model 

reduced from 195.73 lm/W to159.74 lm/W. Such 

values, although still technically acceptable under 

certain applications, indicate that optical systems 

(lenses and diffusers) strongly contribute to 

efficiency losses, even when the LEDs maintain 

their internal performance. Table 4 The analysis of 

the coefficient of variation (CV%) of luminous 

efficiency reinforces the observed trend. The 200W 

model showed the highest fluctuation, with a CV of 

15.52%, followed by the 150W model (12.31%). The 

40W and 80W models demonstrated greater stability 

over 6000h, with CVs of 11.45% and 7.85%, 

respectively. 

These results indicate a more pronounced 

sensitivity to thermal and optical degradation in 

higher power models. 

6.3 Correlated Color Temperature (CCT) and IRCA 

The correlated color temperature (CCT) of the 

evaluated luminaires exhibited significant 

variations throughout the aging process, particularly 

for the 150 W and 200 W models. The 150 W 

luminaire showed a pronounced shift from 6822 K 

to 5311 K, characterizing a critical deviation in light 

coloration that is strongly associated with optical 

aging effects. This behavior is further corroborated 

by the reduction of the R9 index (saturated red) 

from +1 to −16, indicating selective spectral 

absorption typically linked to yellowing and partial 

opacification of polypropylene lenses, as evidenced 

in Figure 1. 

The coefficient of variation (CV) of the CCT 

reinforces the observed spectral instability in 

higher-power luminaires, with values of 9.93% and 

6.36% for the 150 W and 200 W models, 

respectively. In contrast, the 40 W and 80 W 

luminaires exhibited greater chromatic stability, 
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with CVs of 5.92% and 3.35%, respectively. These 

results suggest a clear correlation between 

luminaire power, increased thermal and optical 

stress, and susceptibility to chromatic degradation.  

Such spectral shifts directly compromise color 

fidelity and may adversely affect visual perception 

and safety in public lighting applications. 

According to CIE Publication 13.3, the Color 

Rendering Index (CRI), referred to in Portuguese as 

Índice de Reprodução de Cor (IRC), is defined as a 

metric for characterizing the color rendering 

properties of a light source relative to a reference 

illuminant. The general color rendering index, Ra, 

is calculated as the arithmetic mean of the first eight 

special color rendering indices (R1–R8), which 

represent color samples of moderate saturation and 

are widely adopted in technical specifications. 

However, Ra does not account for saturated colors 

or specific visual conditions. To address this 

limitation, the special color rendering indices R9 to 

R15 are defined as complementary parameters, 

representing highly saturated colors and specific 

samples, including saturated red (R9), skin tones, 

foliage, and other relevant materials. These indices 

are not included in the calculation of Ra and provide 

additional insight into spectral deficiencies of the 

light source. 

Several studies have demonstrated that light 

sources with high Ra values may still exhibit poor 

reproduction of saturated red colors, a deficiency 

effectively captured by the R9 index [14], [17]–

[20]. Therefore, R9 is widely recognized as a critical 

complementary metric for assessing the spectral 

quality and long-term color rendering performance 

of LED-based lighting systems, particularly in 

applications where accurate color perception is 

essential. 

6.4 BUG Parameters and Photometric Distribution 

Goniometric tests showed changes in the BUG 

parameters over time, especially in the glare index. The 

80W model evolved from B2-U2-G2 to B3-U2-G2 after 

two thousand hours, indicating an increase in the glare 

component. Such variations may be associated with 

microfissures or imperfections in the lenses, which 

redirect light beams and affect spatial distribution. The 

200W model, on the other hand, maintained the B4-U2-

G4 classification throughout the entire test, 

demonstrating greater optical robustness and stability of 

the lens and reflector system. 

Table 6 BUG Classification Over Time 

Model 1000h 2000h 3000h 

40W B2-U1-G1 B2-U1-G1 B2-U1-G1 

80W B2-U2-G2 B3-U2-G2 B3-U2-G2 

150W B3-U1-G1 B3-U2-G1 B3-U2-G1 

200W B4-U2-G4 B4-U2-G4 B4-U2-G4 

 

6.5  Impacts of the UVO 

Test accelerated aging in UV chamber revealed 

degradations consistent with the results of photometric 

tests. A reduction in TCC was observed in all models, 

visible yellowing of the lenses, and loss of optical 

transparency. The 150W luminaire also showed the worst 

results in this test, indicating the fragility of its 

components against UV radiation. Figure 7 shows the 

main impacts recorded before and after six thousand 

hours of exposure. 

 

Figure 7:  The 150W Luminaire Recorded Before and After 
Six Thousand Hours of Exposure 

The correlation between UV and TCC loss was clear 

and consistent among the models, strengthening the 

hypothesis that plastic diffusers represent the critical link 

in the optical durability of luminaires. 

Table 7 Table 6 BUG Classification Over Time 

Model  

Initial 

Flux 

(lm) 

Final 

Flux 

(lm) 

Initial 

Efficienc

y (lm/W) 

Final 

Efficien

cy 

(lm/W) 

ΔR9 

40W  6953.8 5640.6 172.55 140.98 -9 

80W  11551.7 10363.79 143.28 129.06 -3 

150W  16072.6 11977.2 116.88 86.00 -17 

200W  38992.3 31493.88 195.73 159.74 -7 

6.6 Comparison with LM-80 

Model GL 421 The only model evaluated based 

on the manufacturer's LM-80 was the GL 421 

(200W). The comparison between the measured 

values and the reference curves (85 ºC and 105 ºC) 

indicated compliance only up to 3000h, with 

performance exceeding expectations. However, at 

6000h, the measured flux represented only 81% of 

the initial value, while the LM-80 curve suggested 

maintenance above 97%. The discrepancy suggests 

the direct influence of external elements to the LED, 

such as heat sinks, encapsulation, and lenses. Table 8 

presents the percentage comparison between the 

predicted and measured flux, reinforcing the 

importance of the systemic analysis of the luminaire 

— not just the LED components in isolation. 
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Table 8 Data Referring to the LED Indicated in the LM80 

Manufacturer: Hongli Zhihui Grip Co., Ltd. Guangzhou Branch 

Number: HL-EMC-3030DW-2C-S1-HR3 

Part Type: Conjunto LED; Operating Current: DC 150mA; 

Nominal CCT: 2700K; Power: 1,02W; Current Density per LED 

die: 930.0019mA/mm2; Power Density per LED die: 3.162W/mm2 

LM-80 test details 

Total number of units tested 

per case temperature: 
25 

Number of failures: 0 

Number of units measured: 25 

Test duration (hours): 9000 

Test drive current (mA) 
(mA): 

150 

Temperature 1 (Tc, °C): 85 

Temperature 2 (Tc, °C): 105 

Temperature 3 (Tc, °C): 45 

In-Situ Input Data 

 Indicial 3000h 

LED operating current per 
package/strip/module (mA): 

44 43,9 

In-Situ case temperature (Tc, 

°C): 
43.9 42.7 

Percentage of initial lumens to 

project to (e.g., for L70, enter 

70): 

70 70 

Results: 

Time (t) for lumen maintenance 

projection (hours): 
54.000 54.000 

Lumen maintenance at time (t) 
(%): 

84.51% 83% 

Reported L70 (hours): >54,000 >54,000 

Table 8 shows the result of the extrapolation of 

useful life. The estimated L70 value was over 54,000 

hours, confirming the thermal robustness of the 

system for this model. The wiring diagram of the 

measurement cables and the position of the 

thermocouple are presented in Figures 5 and 6, which 

accurately illustrate the experimental procedure. 

7. CONCLUSIONS AND TECHNICAL 

RECOMMENDATIONS 

This research clearly demonstrated that 

accelerated aging tests demonstrated a significant 

degradation of LED public luminaires after 6,000 

hours of simulated operation. Luminous flux losses 

intensified after 3,000 hours, reaching approximately 

25% in the 150 W luminaire and 19% in the 200 W 

model, while lower-power luminaires showed 

comparatively better stability. 

Luminous efficacy decreased by up to 26%, 

indicating that performance losses are strongly 

associated with optical degradation rather than 

electrical instability alone. Pronounced chromatic 

shifts were observed, with correlated color 

temperature reductions exceeding 1,500 K in higher-

power luminaires and R9 decreases of up to 17 

points, confirming selective spectral degradation in 

the red region and the inadequacy of relying solely 

on Ra for long-term color quality assessment. 

Goniometric measurements revealed changes in 

luminous distribution and glare-related BUG 

components for some models, while comparison with 

LM-80 data showed that luminaire-level luminous 

flux dropped to approximately 81% of the initial 

value despite projected LED L70 values above 

54,000 hours. 

These results quantitatively confirm that optical 

components are the primary limiting factor in the 

long-term photometric performance of LED public 

luminaires, highlighting the necessity of system-level 

aging evaluation in certification and specification 

processes. 

The methodology used, based on IES standards 

LM-80, LM-79, TM-21, TM-28 and Brazilian 

regulations from INMETRO, ensures the credibility 

and robustness of the results obtained. The presence 

of ISTMT tests also allowed for the extrapolation of 

useful life based on thermal and optical data under 

real application conditions. It is recommended, based 

on the results: 

• Revaluation of the criteria for selecting optical 

materials, prioritizing lenses with greater UV 

resistance and lower spectral variation. 

• Mandatory inclusion of ISTMT tests in 

certification processes to ensure thermal 

compatibility and maintenance of luminous flux 

of the LEDs used. 

• Application of more conservative methodologies 

in estimating useful life when LM-80 is not 

provided by the manufacturer. 

• Creation of preventive maintenance programs 

based on photometric and thermal metrics 

collected in the field. 

• The study contributes to the technical 

advancement in the field of public lighting, 

providing quantitative and methodological data 

that support public policies, regulations, and 

engineering decisions for more efficient, durable, 

and sustainable projects. 
• It is recommended for  

• Future study that the testing period be extended 

beyond 6,000 hours to allow for a more robust 

evaluation of long-term performance, as this 

operating duration corresponds to the phase in 

which the luminaire components reach stabilized 

and representative operating conditions. 
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Abstract 

 

Piezoelectric systems have become important in 

exploring new methods of energy generation. When 

force is applied to a piezoelectric transducer, it 

undergoes mechanical deformation and generates a 

certain amount of energy. This energy can be used to 

transform the force exerted by a person's footsteps into 

electrical energy. Improving the efficiency of the 

mechanical-electrical conversion of piezoelectric 

materials could reduce our dependence on traditional 

energy sources. However, the lack of a specific model 

limits its practical application in energy storage. 

Although theoretical models exist, they are rarely 

validated against practical models. This document aims 

to simulate the operation of the PZT-51 piezoelectric 

transducer using its electrical model and considering its 

mechanical characteristics in energy storage 

applications. To validate the Simulink®-generated 

model, parameters such as dielectric permittivity, 

piezoelectric coefficient and loss factor were used, as 

provided by the manufacturer. This ensures that the 

results obtained are close to reality.  

Resumen 

 

Los sistemas piezoeléctricos han tomado relevancia al 

momento de explorar nuevos métodos de generación de 

energía. La deformación mecánica que se produce en un 

transductor piezoeléctrico al aplicar una fuerza sobre 

éste origina cierta cantidad de energía que puede 

emplearse para transformar la fuerza que ejerce una 

persona mediante una pisada en energía eléctrica. La 

eficiencia en la conversión mecánica-eléctrica del 

material piezoeléctrico puede reducir la dependencia de 

fuentes tradicionales. Sin embargo, la falta de un 

modelo específico limita la aplicación práctica en 

almacenamiento energético, aunque existen modelos 

teóricos su validación con modelos prácticos es casi 

nula. Este documento busca simular el funcionamiento 

del transductor piezoeléctrico PZT-51 a través de su 

modelo eléctrico tomando en consideración las 

características mecánicas, en aplicaciones de 

almacenamiento de energía. Para la validación del 

modelo generado en Simulink® se emplearon 

parámetros como la permitividad dieléctrica, el 

coeficiente piezoeléctrico y el factor de pérdida, 

proporcionados por el fabricante para garantizar que los 

resultados obtenidos se asemejan a la realidad.  

Index terms— Piezoelectric, energy harvesting, force, 

real model. 

Palabras clave— Piezoeléctrico, fuentes de energía, 

fuerza, modelo real. 
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1. INTRODUCCIÓN 

La creciente necesidad de fuentes energéticas 

sostenibles ha incentivado el desarrollo de tecnologías 

capaces de capturar y reutilizar energía ambiental. Entre 

estas, los sistemas piezoeléctricos han cobrado relevancia 

como una alternativa factible para la recolección de 

energía en entornos urbanos densamente poblados. Este 

enfoque se basa en la capacidad de ciertos materiales de 

generar electricidad cuando son sometidos a 

deformaciones mecánicas, lo cual, permite convertir 

vibraciones ambientales como las generadas por pisadas 

humanas en energía eléctrica [1]. 

Los materiales piezoeléctricos cerámicos, como el 

titanato zirconato de plomo (PZT), han demostrado un 

alto rendimiento en términos de densidad energética y 

fiabilidad. En particular, el modelo PZT-51 se destaca 

por su elevado coeficiente piezoeléctrico d33 su 

estabilidad bajo excitaciones cíclicas, y una buena 

relación entre su rigidez mecánica y sensibilidad eléctrica 

[2]. Estas propiedades lo convierten en un candidato ideal 

para aplicaciones donde la energía mecánica es de baja 

frecuencia, pero alta recurrencia como es el caso del 

tránsito peatonal urbano. 

No obstante, la transición del laboratorio a 

aplicaciones reales presenta obstáculos fundamentales. 

Uno de ellos es la ausencia de modelos eléctricos 

validados y específicos para el material PZT-51 que 

permitan simular su respuesta de forma precisa bajo 

condiciones reales de carga, geometría y excitación. La 

mayoría de las aproximaciones disponibles utilizan 

modelos generalistas que no integran los parámetros 

físicos reales del material, lo que limita la capacidad 

predictiva y la eficiencia de los sistemas desarrollados 

[3]. 

Para abordar este vacío, el presente trabajo se 

fundamenta en el modelo eléctrico detallado en el 

documento técnico “Modelo de circuito equivalente 

Butterworth Van Dyke para transductores 

piezoeléctricos” [4], donde se describe el 

comportamiento de materiales piezoeléctricos mediante 

un circuito equivalente RLC en paralelo. En dicho 

modelo, la capacitancia representa la permitividad 

dieléctrica del material, la resistencia modela las pérdidas 

dieléctricas internas y la inductancia se asocia a la inercia 

mecánica equivalente del sistema. Este marco teórico 

permite aproximar el comportamiento dinámico del 

material piezoeléctrico con mayor precisión que modelos 

idealizados no paramétricos.[6] 

Proyectos como E-STEP, desarrollado por Ibáñez 

García [5], han demostrado que el diseño ergonómico de 

pavimentos inteligentes puede convertir el tránsito 

peatonal en una fuente de energía renovable, útil para 

iluminación de emergencia, sensores inalámbricos e 

incluso la carga de dispositivos móviles [10]. Estos 

prototipos integran materiales piezoeléctricos en 

estructuras modulares que aprovechan la fuerza vertical 

de la pisada para generar pulsos eléctricos. La validación 

experimental de E-STEP subraya la importancia de 

adaptar el diseño estructural y la configuración eléctrica 

del sistema a las características del material 

piezoeléctrico utilizado, reforzando la necesidad de 

simulaciones específicas y precisas para optimizar su 

rendimiento en condiciones reales.[7] 

La presente investigación, busca generar la respuesta 

de un modelo piezoeléctrico, aplicando características 

propias de la fuerza que se ejerce al momento de realizar 

las pisadas, lo cual permite obtener una respuesta más 

cercana al funcionamiento real del dispositivo.   

Las soluciones comerciales que se encuentran en el 

mercado son sistemas cerrados que no permiten 

escalabilidad, el modelo que se plantea con este 

documento corresponde a una arquitectura adaptable y 

abierta, planteándose como una plataforma conceptual 

que puede escalarse a modelos que se adapten a los 

contextos y realidades de su aplicación.  

Con base en ese enfoque, se ha desarrollado una 

simulación del comportamiento eléctrico del material 

PZT-51 en el entorno Simulink, utilizando parámetros 

reales proporcionados por el fabricante He-Shuai Ltd. 

como permitividad dieléctrica, factor de perdida 

dieléctrica y coeficiente piezoeléctrico. El objetivo 

principal es validar un modelo que permita optimizar la 

captación y almacenamiento de energía eléctrica en 

edificios mediante configuraciones de celdas en serie y 

paralelo. Se analiza también la viabilidad de escalar el 

sistema para alcanzar corrientes del orden de 1 amperio, 

mediante el uso coordinado de múltiples unidades 

piezoeléctricas. 

El documento se estructura para presentar primero la 

caracterización del material piezoeléctrico PZT-51 

mediante un modelo eléctrico RLC basado en parámetros 

reales. También se definen las condiciones de operación 

simulando pisadas humanas como fuente de excitación 

mecánica. Posteriormente se describe el modelado en 

Simulink, donde una fuente de corriente controlada 

alimenta un circuito RLC que representa la celda 

piezoeléctrica, se detalla la señal de excitación utilizada, 

un impulso tipo campana diseñado para reproducir el 

impacto de una pisada humana sobre el material.  

2. CARACTERIZACIÓN DEL MATERIAL PZT-

51: 

Según el modelo eléctrico estándar de materiales 

piezoeléctricos descrito en el documento “Modelo de 

circuito equivalente Butterworth Van Dyke para 

transductores piezoeléctricos,”, se considera una red 

RLC en paralelo como representación funcional del 

comportamiento eléctrico.[8] 

Los parámetros técnicos proporcionados por el 

fabricante para el material piezoeléctrico son: 
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• Permitividad dieléctrica (ε₃₃ᵀ): 2250 

[adimensional] 

• Coeficiente piezoeléctrico (d₃₃): 460 pC/N 

• Factor de pérdida dieléctrica (tanδ): 0.017 

2.1 Condiciones de Operación  

Para el modelo generado se toma en consideración las 

siguientes condiciones de operación:  

 

• Carga mecánica simulada: 67.9 kg (masa de una 

persona promedio) 

• Frecuencia de excitación: 3 Hz (simulando el 

ritmo de pisadas humanas) 

• Capacitores: 

a) C₁ = 4.78 nF (modela la capacitancia 

intrínseca del PZT-51) 

b) C₂ = 1.20 nF (capacitancia parásita) 

• Resistencia: R = 1.57 MΩ (pérdidas 

dieléctricas) 

• Inductancia: L = 2.7 µH (inercia mecánica del 

sistema) 

Cuando una persona camina, su cuerpo interactúa 

dinámicamente con el suelo en cada paso. Aunque pueda 

parecer que simplemente transfiere su peso de un pie al 

otro el proceso es mucho más complejo. La pisada no 

solo aplica una fuerza vertical hacia el suelo, sino que 

involucra aceleraciones, frenado, despegue y 

deformación de materiales como el calzado, la superficie 

o incluso los músculos y articulaciones. Esta interacción 

genera energía mecánica pero gran parte de ella se 

dispersa o se pierde. Parte de la fuerza se convierte en 

calor, parte se amortigua en materiales que no transfieren 

correctamente la energía, y solo una pequeña fracción se 

canaliza de forma útil, por ejemplo, hacia un sistema 

piezoeléctrico. El cuerpo humano no fue diseñado para 

generar energía, sino para desplazarse de manera 

eficiente, lo que significa que su fuerza al caminar se 

distribuye en muchas direcciones y formas. Por eso, 

cuando se intenta captar esa energía, se debe reconocer 

que se está tomando solo un fragmento de todo lo que 

realmente se está generando [5]. 

Una persona de 68 kg con un 15 % de grasa corporal 

almacena alrededor de 384 MJ de energía química [11]. 

Durante la actividad de caminar, puede generar hasta 67 

W de potencia mecánica a una frecuencia de 2 pasos por 

segundo. Suponiendo una velocidad de 1.5 m/s, esto 

equivale a una fuerza mecánica de aproximadamente 

44.7 N. [5] 

2.2 Cálculos para la Simulación Eléctrica del 

Piezoeléctrico PZT-51 

Para realizar la simulación eléctrica del piezoeléctrico 

PZT-51 se requiere calcular ciertos parámetros como la 

permeabilidad del material empleando la fórmula (1): 

33
𝑡 = 2250 

𝑃𝑒𝑟𝑚𝑖𝑏𝑖𝑖𝑙𝑑𝑎𝑑 𝑑𝑒𝑙 𝑣𝑎𝑐í𝑜 0 = 8.854 × 10−12𝐶/𝑁 

(𝑓𝑎𝑐𝑡𝑜𝑟 𝑑𝑒 𝑝é𝑟𝑑𝑖𝑑𝑎 𝑑𝑖𝑒𝑙é𝑐𝑡𝑟𝑖𝑐𝑎)𝑡𝑎𝑛𝛿 = 0.017 

33
𝑡 =

𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙

0

 (1) 

𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 33
𝑡 × 0 

𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 2250 × 8.854 × 10−12 

𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 1.99 × 10−8𝐹/𝑀 

Capacitancia: Para el cálculo de la capacitancia 

piezoeléctrica se emplea la ecuación 2. 

𝐶𝑝 = 33
𝑡

𝐴

ℎ
 

(2) 

 

Donde:  

𝐴 corresponde al área superficial de los electrodos,  

ℎ distancia entre los electrodos.  

𝐴 = 3𝑐𝑚2 =  3 × 10−4𝑚2 

ℎ = 1𝑚𝑚 = 0.001𝑚 

reemplazando se obtiene  

𝐶𝑝 = 1.99 × 10−8
3 × 10−4

0.001
 

𝐶𝑝 = 5.97 × 10−9 𝐹 

𝐶𝑝 = 5.97𝑛𝐹 

𝐶1 = 80%𝐶𝑝 = 4.78𝑛𝐹 

𝐶2 = 20%𝐶𝑝 = 1.20𝑛𝐹 

Resistencia: 

Los datos proporcionados por el fabricante permiten 

conocer los valores para una frecuencia de excitación de 

1kHz, en este caso de estudio, la frecuencia de pasos de 

una persona es de 1-3Hz. La resistencia Rp modela las 

perdidas internas a través de la ecuación (3), si la 

respuesta eléctrica tiene un ancho de banda alto, aunque 

el estímulo sea lento la respuesta eléctrica es rápida. 

 

𝑅𝑝 =
1

2𝜋𝑓𝐶𝑝𝑡𝑎𝑛𝛿
 

(3) 
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Donde,  

f corresponde a la frecuencia de excitación,  

𝐶𝑝 capacitancia piezoeléctrica 

𝑡𝑎𝑛𝛿 factor de pérdida dieléctrica  

𝑅𝑝 =
1

2𝜋 × 1000 × 5.97 × 10−9 × 0.017
 

𝑅𝑝 = 1.57𝑀𝛺 

Impedancia: La impedancia del modelo de 

piezoeléctrico puede calcularse a partir de la formula (4). 

𝑓𝑟 =
1

2𝜋(√𝐿𝑝𝐶1)
 

(4) 

Donde para el cálculo de la frecuencia resonante (𝑓𝑟) se 

emplea la inercia mecánica equivalente (5). 

𝑁33 = 1410         

𝑓𝑟 =
𝑁33

ℎ
 

(5) 

 

𝑓𝑟 =
1410

0.001
= 1.41𝑀ℎ𝑧 

𝐿𝑝 =
1

(2𝜋 × 1.41 × 106)24.78 × 10−9
 

𝐿𝑝 = 2.7 × 10−6𝐻 

Corriente generada: 

El cálculo de la corriente que genera un piezoeléctrico 

(ec. 6) corresponde a la relación electromecánica entre la 

corriente generada y la fuerza aplicada en el 

piezoeléctrico.  

𝐼 = 𝜆 × 𝐹 (6) 

Donde: 

𝜆 corresponde al desplazamiento mecánico total y se 

calcula empleando la ecuación (7).  

𝜆 = 𝑑33 ×
𝐴

ℎ
            (7) 

Donde,  

𝑑33 corresponde a la constante piezoeléctrica del material 

que indica cuanta deformación ha sufrido.  

𝐴 corresponde al área superficial de los electrodos,  

ℎ distancia entre los electrodos.  

𝜆 = 460 × 10−12
3 × 10−4

1 × 10−3
 

𝜆 = 1.38 × 10−10𝐶/𝑁 

𝐼 = 1.38 × 10−10 × 664.1 

𝐼 = 9.16 × 10−9𝐴 

2.3 Frecuencia de Resonancia y Antirresonancia 

En dispositivos piezoeléctricos, la frecuencia de 

resonancia corresponde al punto donde la impedancia 

eléctrica es mínima lo que favorece una máxima 

conversión de energía mecánica en eléctrica. Esto ocurre 

cuando la reactancia inductiva y capacitiva se anulan 

generando una corriente elevada ante una excitación de 

frecuencia coincidente. 

La frecuencia de antirresonancia, en cambio, se 

caracteriza por una impedancia máxima. En este estado, 

la transferencia energética se reduce drásticamente, ya 

que la reactancia se vuelve predominantemente 

capacitiva o inductiva. En discos cerámicos 

piezoeléctricos, suele ubicarse ligeramente por encima de 

la resonancia y delimita la banda de operación 

eficiente.[9] 

Ambas frecuencias dependen de las propiedades 

físicas y geométricas del material. En modelos eléctricos 

tipo RLC, se identifican como puntos críticos en la 

respuesta de amplitud del sistema detectables mediante 

un barrido de frecuencia clave para optimizar la 

captación energética. 

Frecuencia de resonancia (8): 

𝑓𝑟 =
1

2𝜋
√

1

𝐿𝑒𝑚∙𝐶𝑒𝑚
            

(8) 

𝑓𝑟 =
1

2𝜋
√

1

2.7µ𝐻 ∙ 0.78𝑛𝐹
= 1.402𝑀𝐻𝑧 

Donde,  

𝐿𝑒𝑚 corresponde a la inductancia electromecánica y,  

𝐶𝑒𝑚 a la capacitancia electromecánica.  

Ctotal capacitancia total (9) 

𝐶𝑡𝑜𝑡𝑎𝑙 =  
𝐶𝑒𝑚∙𝐶𝑝

𝐶𝑒𝑚+𝐶𝑝
            (9) 

 

𝐶𝑡𝑜𝑡𝑎𝑙 =
4.78𝑛𝐹 ∙ 1.20𝑛𝐹

4.78𝑛𝐹 + 1.20𝑛𝐹
= 0.9599𝑛𝐹

= 0.9599 × 10 − 9 

Frecuencia de antirresonancia (9): 

𝑓𝑎 =
1

2𝜋
√

1

𝐿𝑒𝑚∙𝐶𝑡𝑜𝑡𝑎𝑙
            

(10) 

 

𝑓𝑎 =
1

2𝜋
√

1

2.7µ𝐻 ∙ 0.9599𝑛𝐹
= 3.126𝑀𝐻𝑧 
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3. DESCRIPCIÓN DEL MODELO RLC 

(BUTTERWORTH–VAN DYKE) 

 
Figura 1: Circuito RLC Equivalente de un Piezoeléctrico  

 

El circuito implementado en la simulación representa 

una única celda piezoeléctrica mostrado en la figura 1, 

modelada como un generador de corriente controlada que 

alimenta una red pasiva compuesta por una resistencia, 

una inductancia y una capacitancia conectadas en 

paralelo (modelo RLC). Esta configuración corresponde 

a una representación estándar del comportamiento 

eléctrico de un material piezoeléctrico polarizado 

transversalmente tal como se establece en modelos de 

equivalencia eléctrica ampliamente aceptados en la 

literatura técnica. 

 

Dicho modelo, también conocido como circuito 

equivalente Butterworth–Van Dyke (BVD), es utilizado 

de manera recurrente para describir la respuesta dinámica 

de materiales piezoeléctricos tanto en régimen transitorio 

como en estado estable. En este enfoque, la capacitancia 

simboliza la permitividad dieléctrica del material bajo 

campo constante, la resistencia representa las pérdidas 

internas debidas a disipación dieléctrica y efectos 

parásitos, mientras que la inductancia modela la inercia 

mecánica y resonancia estructural del sistema bajo 

excitación periódica. 

 

Esta abstracción no solo permite emular de forma 

precisa el acoplamiento entre el estímulo mecánico y la 

salida eléctrica, sino que también facilita el análisis en 

plataformas de simulación como Simulink, donde los 

bloques eléctricos pueden relacionarse directamente con 

parámetros físicos extraídos del material real. En 

consecuencia, el uso del modelo BVD proporciona una 

base robusta para el diseño y validación de sistemas de 

captación energética basados en materiales 

piezoeléctricos, asegurando coherencia entre los 

resultados simulados y el comportamiento esperado bajo 

condiciones reales de operación. 

3.1 Análisis de la Señal de Salida 

 
Figura 2: Corriente Generada por un Piezoeléctrico 

 

La Figura 2 muestra la señal de corriente generada por 

una celda piezoeléctrica PZT-51 sometida a una 

excitación mecánica periódica simulada. Esta respuesta 

fue obtenida a partir de un modelo eléctrico equivalente 

tipo RLC excitado por una fuente de corriente 

proporcional a una señal tipo campana, representando 

una pisada humana breve sobre la superficie del 

transductor. 

 

La señal de excitación empleada se ha generado a la 

frecuencia de resonancia calculada empleando una señal 

tipo campana para obtener una simulación más real 

tomando en consideración una fuente mecánica irregular 

con impactos repetitivos.  

 

Se observa una respuesta transitoria inicial 

caracterizada por un crecimiento rápido de la amplitud de 

corriente, con múltiples oscilaciones de alta frecuencia 

superpuestas. Este comportamiento refleja el 

acoplamiento dinámico entre la fuerza aplicada y la 

respuesta resonante del sistema piezoeléctrico. La 

corriente alcanza picos de aproximadamente ±0.012 A 

durante los primeros 22 milisegundos, momento en el 

cual la excitación alcanza su máximo valor.  

 

A partir de los 0.04 segundos, se evidencia un 

amortiguamiento progresivo en la señal, producto de la 

disipación interna del sistema modelada por la resistencia 

equivalente en el circuito. La fase final muestra una 

oscilación decreciente con frecuencia estable, lo que 

indica que el sistema entra en una etapa dominada por su 

respuesta natural, ya sin influencia de la fuente externa. 

 

Este resultado valida el modelo eléctrico adoptado, 

mostrando un comportamiento realista ante cargas 

dinámicas, y confirma que una sola celda puede generar 

corrientes en el orden de miliamperios durante eventos 

breves. Además, permite inferir que la integración de 

múltiples celdas en paralelo puede escalar esta salida 

hacia magnitudes más útiles para sistemas de recolección 

energética urbana. 
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4.  ANÁLISIS DE RESULTADOS Y DISCUSIÓN 

El modelo eléctrico implementado en Simulink 

representa una aproximación funcional y físicamente 

coherente del comportamiento piezoeléctrico del 

material PZT-51 bajo excitación mecánica periódica. La 

configuración general consiste en una fuente de corriente 

controlada que inyecta una señal proporcional a la fuerza 

externa aplicada, alimentando una red RLC en paralelo. 

Esta topología se corresponde con el modelo eléctrico 

equivalente clásico de un transductor piezoeléctrico 

polarizado transversalmente. 

La fuente de corriente simulada está conectada a un 

arreglo paralelo de: 

• Una resistencia que representa las pérdidas 

dieléctricas internas del material calculada 

como R = 1.57 MΩ 

• Una capacitancia equivalente a la permitividad 

dieléctrica del material  

C = 4.78 nFC  

• Una inductancia que modela la inercia mecánica 

equivalente de la estructura deformada 

L=2.7 μH 

Estas magnitudes fueron calculadas directamente a 

partir de los parámetros físicos reales del material PZT-

51 suministrados por el fabricante He-Shuai Ltd. lo que 

garantiza que el modelo simulado no se basa en supuestos 

arbitrarios sino en características específicas del 

compuesto piezoeléctrico empleado. 

La fuerza mecánica de entrada es generada por una 

onda senoidal con frecuencia de 3 Hz y amplitud de 666 

N, que simula el impacto rítmico de una pisada humana. 

Esta entrada es transformada en una corriente de 

excitación mediante una constante de proporcionalidad 

basada en la relación: I(t)=d33A⋅F(t) donde d33=460 pC/N 

y A es el área efectiva de carga del sensor. Esta 

transformación asegura que la magnitud de la corriente 

generada esté en el rango de microamperios, tal como se 

observa en estudios experimentales de dispositivos 

piezoeléctricos bajo carga dinámica. 

El voltaje resultante, medido en los extremos del 

arreglo RLC, presenta un comportamiento oscilatorio 

amortiguado cuya amplitud varía entre 1.2 y 2 V en 

régimen estacionario. Esta respuesta es consistente con 

los valores esperados en sistemas piezoeléctricos de baja 

frecuencia operando en condiciones similares, lo que 

refuerza la validez del modelo. Además, las formas de 

onda generadas reflejan la interacción armónica entre la 

reactancia inductiva, la capacitancia y la disipación 

resistiva del material. 

4.1 Descripción de la Señal de Excitación Utilizada en 

la Simulación 

Para modelar la carga mecánica aplicada sobre la 

celda piezoeléctrica se diseñó una señal temporal de tipo 

campana que simula la pisada humana, caracterizada por 

un impulso breve y localizado en el tiempo. 

El vector de tiempo t abarca desde 0 hasta 1 segundo, 

con un paso temporal de 1 milisegundo, lo que 

proporciona una resolución adecuada para capturar la 

dinámica transitoria del sistema frente a la excitación. 

La señal de fuerza se define mediante una función 

gaussiana centrada en 0.2 segundos con un ancho que 

produce una duración aproximada de 60 milisegundos 

para la pisada.  

Esta forma de señal permite reproducir un estímulo 

suave y realista, representando cómo la fuerza ejercida 

por el paso humano varía en el tiempo durante el contacto 

con el material piezoeléctrico.  

Los vectores de tiempo y fuerza se combinan en una 

matriz que se emplea como entrada directa para la 

simulación en Simulink, facilitando la aplicación 

dinámica de la carga sobre el modelo eléctrico 

equivalente. 

4.2 Configuración del Sistema Piezoeléctrico: 

Una vez determinados el voltaje y la corriente 

generados por el único elemento piezoeléctrico, 

procedemos a analizar la configuración más 

 adecuada para alcanzar el objetivo de energía. En 

este análisis determinamos que el voltaje inducido es 

significativamente mayor que la corriente obtenida, por 

lo tanto, se optó por implementar una conexión en 

Figura 3: Representación del Sistema 

119



Chacón et al. / Modelo Eléctrico de un Sistema Piezoeléctrico para Generación de Energía a Través de la Fuerza Aplicada  

 

paralelo entre múltiples elementos piezoeléctricos, lo que 

nos permitió incrementar la corriente total del sistema. La 

configuración eléctrica del sistema piezoeléctrico influye 

directamente en su rendimiento. Cárdenas Ramírez [6] 

concluye que la conexión en paralelo entre múltiples 

celdas permite escalar la corriente generada, optimizando 

así la captación energética en aplicaciones urbanas. 

La configuración final del sistema consiste en un 

Stack formado por 10 transductores piezoeléctricos PZT-

51 conectados en paralelo y replicando en un conjunto 

total de 8 Stack para captar el máximo de energía bajo 

condiciones lo más reales posibles de excitación 

mecánica. 

En la figura 3 representamos el modelo eléctrico 

utilizado para simular el voltaje inducido por una baldosa 

piezoeléctrica bajo condiciones de excitación mecánica. 

Incluye componentes equivalentes como fuentes de 

corriente, capacitancias parásitas y elementos de carga, 

los cuales permiten evaluar la respuesta dinámica en 

tensión ante variaciones de frecuencia y amplitud de la 
excitación. Esta configuración posibilita el estudio 

detallado del comportamiento transitorio, resonancia y 

eficiencia energética del sistema piezoeléctrico dentro de 

un entorno controlado y reproducible. 

 

Figura 4: Señal de Corriente Generado por el Sistema de 8 Stacks 

de Piezoeléctricos 

En la figura 4 podemos ver la señal de corriente 

generada durante la simulación en el eje vertical y en el 

eje horizontal que es el tiempo    podemos visualizar el 

comportamiento del sistema final, el valor máximo de la 

corriente registrada.  

 

Figura 5: Señal de Voltaje Generado por el Sistema de 8 Stacks de 

Piezoeléctricos. 

La figura 5 muestra la evolución temporal del voltaje 

generado en el eje vertical y el tiempo en el eje horizontal 

del sistema final. Se observa un pulso agudo 

correspondiente al pico de tensión máximo, indica el 

instante de mayor generación de energía por el sistema 

final.  

Los resultados obtenidos al trabajar con un sistema de 

elementos piezoeléctricos constituyen a un modelo 

generado bajo condiciones ideales, considerando que la 

excitación en cada pisada tendrá el mismo impacto en 

todas las celdas. 

5. CONCLUSIONES Y RECOMENDACIONES 

Este trabajo presenta un modelo eléctrico 

simplificado del material piezoeléctrico PZT-51 basado 

en parámetros reales, y su implementación en un entorno 

de simulación. Los resultados obtenidos indican que, 

bajo condiciones dinámicas similares al paso humano, el 

material es capaz de generar señales de voltaje de 20 

voltios con corrientes de hasta 1 amperio pudiendo 

emplearse para aplicaciones de captación energética. 

En este estudio se ha logrado demostrar que la 

generación de energía mediante transductores 

piezoeléctricos es factible y eficiente cuando se diseña un 

modelo eléctrico adecuado y se simulan lo más cercano a 

las condiciones realistas de excitación mecánica. A partir 

del análisis de un solo transductor y su posterior 

disposición final del sistema basada en  stacks  se alcanzó 

una corriente de salida cercana a 1 A, Estos resultados no 

solo evidencian el potencial del enfoque adoptado, sino 

que también nos permite aplicar en futuros proyectos 

orientadas a la generación y almacenamiento de energía 

renovable, especialmente en entornos urbanos o de alto 

tránsito peatonal, donde la integración de este tipo de 

tecnologías puede contribuir a soluciones sostenibles, 

autosuficientes y de bajo impacto ambiental. 

El modelo, aunque limitado, permite aproximarse a 

una validación conceptual del diseño sin requerir 

prototipos físicos en la etapa inicial. Se recomienda 

ampliar el modelo a sistemas acoplados mecánico-

eléctricos completos, e incluir validación experimental 

para ajustar la predicción a condiciones reales. 

En trabajos posteriores debe realizar un estudio 

minucioso de las características mecánicas del 

piezoeléctrico, de tal manera que puedan incluirse en un 

estudio completo del modelo planteado en el presente 

documento.   
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Abstract 

 

Since the 1970s, energy subsidies in Ecuador have 

sought to guarantee universal access, but they have 

distorted urban consumption by fostering inefficiency, 

dependence on fossil fuels, and inequality. This study 

examines how artificially low prices have discouraged 

clean technologies and hindered energy efficiency, 

particularly affecting the urban residential sector. Using 

a bottom‑up approach, tariff sensitivity is evaluated 

through segmentation models with 16 and 7 variables, 

applying independence tests to identify significant 

redistributions. The results reveal structural stability in 

energy profiles, which supports the proposal of a 

gradual transition toward more rational pricing, 

accompanied by targeted policies, eco‑innovation, and 

compensation for the most vulnerable, as a pathway to 

a more sustainable, equitable, and fiscally responsible 

energy matrix. 

 

Resumen 

 

Desde los años 70, los subsidios energéticos en Ecuador 

han buscado garantizar el acceso universal, pero han 

distorsionado el consumo urbano, promoviendo 

ineficiencia, dependencia de combustibles fósiles y 

desigualdad. Este estudio analiza cómo los precios 

artificialmente bajos han desincentivado tecnologías 

limpias y obstaculizado la eficiencia energética, 

afectando especialmente al sector residencial urbano. 

Mediante un enfoque bottom-up, se evalúa la 

sensibilidad tarifaria a través de modelos de 

segmentación con 16 y 7 variables, aplicando pruebas 

de independencia para identificar redistribuciones 

significativas. Los resultados evidencian estabilidad 

estructural en los perfiles energéticos, lo que permite 

proponer una transición gradual hacia precios más 

racionales, con políticas focalizadas, eco-innovación y 

compensación para los más vulnerables, como vía hacia 

una matriz energética más sostenible, equitativa y 

fiscalmente responsable.  

Index terms— Household energy consumption, 

Consumption patterns, Subsidies, Energy policy, 

Ecuador. 

Palabras clave—Consumo energético doméstico, 

Patrones de consumo, Subsidios, Política energética, 

Ecuador. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

122

https://doi.org/10.37116/revistaenergia.v22.n2.2026.742
mailto:gabriela.araujo@epn.edu.ec
mailto:andres.robalino@epn.edu.ec


Edición No. 22, Issue II, Enero 2026 

 

1. INTRODUCCIÓN 

Ecuador, al igual que muchos países de América 

Latina, ha sostenido históricamente una política de 

subsidios energéticos con fines redistributivos y de 

acceso social. Desde 1974, el Estado implementó 

subsidios generalizados a los derivados del petróleo —

principalmente al gas licuado de petróleo (GLP), gasolina 

y diésel— y posteriormente también a la electricidad [1]. 

Estas medidas, inicialmente justificadas por la bonanza 

petrolera, se consolidaron como una forma de política 

social indirecta. 

Sin embargo, esta estrategia ha generado efectos no 

deseados. Los precios artificialmente bajos han 

incentivado un uso intensivo de energía, promoviendo 

tecnologías ineficientes y prácticas poco sostenibles, 

tanto en el transporte como en los hogares [2]. En el 

sector residencial urbano —que representa el 13,20% de 

la demanda energética nacional— el GLP y la 

electricidad subsidiados han moldeado profundamente 

los patrones de consumo [3]. 

El objetivo de este trabajo es analizar cómo los 

subsidios energéticos han configurado el 

comportamiento del consumidor residencial urbano en 

Ecuador, integrando evidencia empírica, segmentación 

de hogares y un marco teórico-conceptual. Se propone, 

además, alternativas de transición energética socialmente 

justas, siguiendo el modelo planteado en trabajos previos 

[4], [5]. Para ello, se utilizan datos primarios recolectados 

en las dos principales ciudades del país: Quito y 

Guayaquil. 

La formulación de políticas tarifarias en el sector 

energético requiere herramientas analíticas capaces de 

capturar la heterogeneidad socioeconómica de los 

hogares y anticipar sus respuestas ante variaciones en los 

precios de combustibles como el GLP y la gasolina. En 

contextos urbanos marcados por desigualdades 

estructurales y dinámicas informales, resulta clave 

identificar patrones de consumo energético que permitan 

diseñar estrategias de focalización más equitativas y 

sostenibles. 

Este estudio propone una evaluación estadística de la 

sensibilidad tarifaria mediante un enfoque bottom-up, 

basado en la segmentación de hogares urbanos a partir de 

variables diferenciadoras. Se construyen clústeres 

energéticos utilizando dos modelos: uno completo con 16 

variables y otro simplificado con 7 variables, ambos 

orientados a capturar perfiles estructurales relevantes 

para la política pública. A través de la aplicación de 

pruebas de independencia de Chi-cuadrado, se analiza si 

los cambios en los precios del GLP y la gasolina generan 

redistribuciones significativas en la composición de los 

clústeres. 

Lo novedoso de este trabajo radica en la simulación de 

escenarios de cambio tarifario, utilizando primero un 

modelo multivariable con 16 variables y luego una 

versión refinada con 7 variables clave. Los resultados 

permiten contrastar la estabilidad de los perfiles 

energéticos frente a escenarios tarifarios alternativos, 

aportando evidencia empírica para sustentar decisiones 

de política con menor riesgo de distorsión distributiva. 

La robustez estadística observada en ambos modelos 

habilita una segunda fase de análisis centrada en la 

vulnerabilidad y la focalización, incorporando criterios 

cualitativos y territoriales que complementan la 

segmentación estructural. Este enfoque busca contribuir 

al diseño de mecanismos tarifarios más justos, resilientes 

y alineados con los objetivos de inclusión energética y 

sostenibilidad. 

2. METODOLOGÍA 

La presente investigación se fundamenta en el modelo 

conceptual desarrollado en [6], el cual articula cinco 

dimensiones clave: desarrollo sostenible, ODS 2030, 

eco-innovación, impulsores del consumo y contexto 

energético local. A partir de esta base, se aplica una 

metodología cuantitativa basada en análisis de 

conglomerados, utilizando el algoritmo K-means sobre 

una muestra de 1.094 encuestas aplicadas en Quito y 

Guayaquil. 

Siguiendo los lineamientos metodológicos de [4]–[7], 

se adopta un enfoque bottom-up que permite caracterizar 

el comportamiento del consumidor desde la base social, 

en lugar de partir de agregados macroeconómicos. Este 

enfoque facilita la identificación de patrones 

diferenciados de consumo energético, vulnerabilidad y 

disposición al cambio, con base en variables observadas 

directamente en los hogares. 

Como punto de partida, se retoman los modelos de 

segmentación construidos en el estudio previo [6], que 

identifican tres clústeres de hogares urbanos (HT1, HT2 

y HT3) a partir de un conjunto estructurado de 16 

variables agrupadas en cuatro categorías: características 

espaciales y sociodemográficas, estructura familiar y 

habitacional, infraestructura y patrones de consumo 

energético, y proceso de ecoinnovación. Posteriormente, 

se realiza una depuración estadística para identificar un 

subconjunto de siete variables diferenciadoras con mayor 

poder explicativo, centradas en ingreso, gasto energético, 

nivel educativo, tipo de vivienda y equipamiento 

tecnológico. 

Con base en estos dos modelos —el completo de 16 

variables y el simplificado de 7 variables— se simulan 

seis escenarios de reforma tarifaria, que modifican 

progresivamente los precios del GLP y la gasolina bajo 

el supuesto de ingresos constantes.  

Los escenarios considerados son: i) condiciones 

actuales de subsidios, ii) GLP ajustado a $5,00 por 

cilindro, iii) GLP ajustado a $10,00 por cilindro, iv) GLP 

ajustado a $15,00 por cilindro, v) GLP ajustado a $20,00 

por cilindro y vi) eliminación total de subsidios a la 

gasolina. Para cada escenario, se analiza la redistribución 

de hogares entre los tres clústeres, permitiendo observar 
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la sensibilidad estructural del modelo frente a variaciones 

tarifarias. 

Una vez obtenidas las segmentaciones por escenario, 

se construyen matrices de distribución que permiten 

comparar la composición de los clústeres en cada caso. 

Finalmente, se aplica una prueba de Chi-cuadrado para 

tablas de contingencia, con el objetivo de evaluar si las 

diferencias observadas entre escenarios son 

estadísticamente significativas. Esta prueba permite 

determinar si los ajustes tarifarios generan 

redistribuciones relevantes en la segmentación, o si, por 

el contrario, el modelo refleja perfiles estructurales 

resistentes a cambios coyunturales. 

En esta etapa, se comparan los tres tipos de hogares 

(HT1, HT2, HT3) a través de los seis escenarios 

tarifarios, evaluando la sensibilidad de la segmentación 

frente a variaciones en los precios del GLP y la gasolina. 

Además, se refuerza el análisis mediante comparaciones 

específicas entre el Escenario 1 y los cinco escenarios 

restantes, lo que permite identificar posibles desviaciones 

puntuales en la distribución por clúster 

La consistencia de los resultados —tanto en el 

modelo completo de 16 variables como en el simplificado 

de 7 variables— sugiere que los perfiles energéticos 

definidos por el modelo presentan una alta estabilidad 

estructural. Esta evidencia estadística constituye una base 

sólida para el diseño de estrategias de focalización 

tarifaria y protección social, orientadas a mitigar 

impactos distributivos sin comprometer la equidad 

energética ni la sostenibilidad fiscal. 

3. RESULTADOS 

3.1 Subsidios Energéticos y Estructura de 

Demanda en Ecuador 

La política de subsidios energéticos en Ecuador ha 

configurado una matriz de consumo distorsionada, donde 

los precios subsidiados han incentivado el uso intensivo 

de combustibles fósiles y electricidad en sectores clave. 

Este apartado presenta una visión integrada de la 

demanda energética nacional, desagregada por sectores y 

tipos de energía, con énfasis en los efectos económicos y 

estructurales de los subsidios vigentes. 

El sector residencial representa el 13,20% de la 

demanda energética nacional [3] y concentra el 88,00% 

de los usuarios del sistema eléctrico [8]. Los hogares 

urbanos consumen principalmente gas licuado de 

petróleo (GLP) y electricidad, con una marcada 

dependencia del primero para cocinar: aproximadamente 

85,00% de los hogares utilizan cilindros de 15 kg, 

ofrecidos a un precio fijo de $1,60, mientras que su costo 

real se estima en $15,00 [9], [10]. Esta diferencia ha 

generado una alta dependencia del GLP y ha dificultado 

la adopción de tecnologías más limpias, como las cocinas 

de inducción. 

 

En cuanto a la electricidad, el gobierno ecuatoriano 

introdujo en julio de 2007 la denominada “tarifa de 

dignidad”, fijada en $0,04 por kWh para clientes 

residenciales de bajo consumo, como parte de un 

esquema de subsidio cruzado. Aunque esta medida 

buscaba aliviar el gasto energético de los hogares más 

vulnerables, los costos reales de generación y 

distribución han permanecido elevados. En 2022, el 

precio promedio alcanzó $0,0929 por kWh (Ministry of 

Energy and Mines, 2022), y estudios especializados 

estiman que el costo real podría oscilar entre $0,14 y 

$0,16 por kWh [11]. 

El sector transporte constituye el principal 

consumidor de derivados del petróleo en Ecuador, con 

una participación superior al 40,00% en la demanda 

energética nacional [3]. Esta alta dependencia se refleja 

en las cifras de importación de combustibles: en 2021, el 

país adquirió 56,898 mil barriles de derivados, 

distribuidos en 41,80% diésel, 31,50% gasolina y 22,50% 

GLP [12]. Los precios subsidiados han sido un factor 

determinante en el sostenimiento de esta demanda. Por 

ejemplo, en 2016, el precio por litro de gasolina en 

Ecuador era de $0,61, mientras que en países vecinos 

como Colombia y Perú alcanzaba $0,68 y $0,99, 

respectivamente; en el caso del diésel, el precio local era 

de $0,29/litro, frente a $0,64/litro en Colombia y 

$0,88/litro en Perú [13]. Para corregir estas distorsiones, 

el Estado ecuatoriano ha iniciado reformas graduales. El 

Decreto Ejecutivo 619, emitido el 26 de diciembre de 

2018, liberalizó el precio de la gasolina súper, 

permitiendo su ajuste según el valor de mercado [14]. 

Posteriormente, el Decreto Ejecutivo 1054, del 19 de 

mayo de 2020, estableció un sistema de comercialización 

mensual para los combustibles, con bandas de 

fluctuación de precios controladas por el gobierno, 

aplicables a la gasolina extra y al diésel [15]. Estas 

medidas buscan garantizar cierta estabilidad mientras se 

avanza hacia una liberalización progresiva.  

Aunque menos beneficiados por subsidios directos, 

los sectores industrial y comercial presentan distorsiones 

tarifarias que afectan su competitividad y eficiencia 

energética. El sector industrial representa apenas el 

2,00% de los usuarios eléctricos, pero consume 

aproximadamente el 20,00–22,00% de la demanda 

energética nacional, debido al uso intensivo de energía en 

procesos térmicos, productivos y de transformación [3], 

[8]. Este sector accede a tarifas diferenciadas según la 

potencia contratada y el horario de consumo, lo que 

genera incentivos específicos pero también 

desigualdades frente a otros sectores. 

El sector comercial, que agrupa al 10,00% de los 

usuarios eléctricos, representa entre el 8,00-10,00% del 

consumo energético nacional [3], [8], utilizando energía 

principalmente para iluminación, climatización, 

refrigeración y operación de equipos electrónicos. 

Aunque no recibe subsidios directos como el residencial, 

se ve afectado por la estructura tarifaria heredada, que no 
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siempre refleja el costo real del servicio. En zonas 

urbanas, la densidad de carga y la estacionalidad del 

consumo comercial generan desafíos para la 

planificación energética y la asignación de precios. 

Por otro lado, el sector agrícola, aunque con menor 

visibilidad en los balances energéticos, presenta una 

demanda energética relevante en zonas rurales, 

especialmente para bombeo de agua, riego tecnificado y 

maquinaria agrícola. Este sector se beneficia 

indirectamente del subsidio al diésel, utilizado en 

tractores, generadores y sistemas de bombeo. Su 

participación en la demanda energética nacional se 

estima entre 5,00-7,00%, y aunque no figura entre los 

principales consumidores [3], su impacto territorial y su 

vulnerabilidad ante reformas energéticas justifican una 

atención diferenciada en el diseño de políticas públicas. 

Si bien los subsidios energéticos han cumplido 

históricamente una función social, su permanencia ha 

generado una matriz de consumo desequilibrada, con 

efectos negativos sobre la sostenibilidad fiscal, la 

eficiencia energética y la equidad intersectorial. La 

brecha entre precios subsidiados y costos reales no solo 

incentiva el uso intensivo de combustibles fósiles en el 

transporte y el sector residencial, sino que también 

introduce distorsiones tarifarias en los sectores industrial, 

comercial y agrícola, afectando la asignación eficiente de 

recursos. Las reformas iniciadas por el Estado 

ecuatoriano —como la liberalización parcial de precios y 

la implementación de bandas de ajuste— representan 

avances importantes, pero aún insuficientes frente a la 

magnitud del desafío. Una transición energética justa y 

ordenada requiere revisar integralmente el esquema de 

subsidios, incorporar criterios de desempeño ambiental y 

eficiencia, y diseñar mecanismos de compensación 

focalizados que protejan a los hogares vulnerables sin 

perpetuar prácticas ineficientes. Solo así será posible 

construir una política energética coherente con los 

objetivos de sostenibilidad, competitividad y equidad que 

demanda el contexto actual. 

3.2 Segmentación de Hogares y Efecto de los 

Subsidios 

Estudiar el sector residencial urbano es clave para 

comprender cómo las políticas energéticas impactan 

directamente en los hogares, revelando patrones de 

consumo, elasticidades frente a cambios tarifarios y 

barreras estructurales para la adopción de tecnologías 

más limpias [16], [17]. Este sector actúa como un 

termómetro social y técnico: concentra la mayor cantidad 

de usuarios, refleja desigualdades en el acceso energético 

y permite identificar los efectos reales de los subsidios 

sobre la eficiencia, la equidad y la sostenibilidad. 

Además, su análisis ofrece una base empírica para 

diseñar estrategias de transición energética que sean 

socialmente viables y técnicamente efectivas [4]. 

 

 

Esta caracterización se fortalece mediante un enfoque 

bottom-up que permite capturar la variabilidad energética 

y actitudinal de los hogares urbanos a través de un 

conjunto estructurado de 16 variables, agrupadas en 

cuatro categorías analíticas: características espaciales y 

sociodemográficas, estructura familiar y habitacional, 

infraestructura y patrones de consumo energético, y 

proceso de ecoinnovación [6]. Este marco metodológico 

facilita la segmentación de perfiles de consumo y la 

identificación de patrones diferenciados, fundamentales 

para el diseño de políticas públicas focalizadas y 

sostenibles. 

3.2.1 Características espaciales y sociodemográficas 

(SSC) 

Esta categoría recoge variables que permiten ubicar 

geográficamente al hogar y comprender su contexto 

económico y de gasto energético. Incluye: 

• SSC1: Desagregación geográfica 

• SSC2: Ingreso mensual 

• SSC3: Gasto energético mensual 

Estas variables son fundamentales para establecer 

correlaciones entre ubicación, capacidad de pago y 

presión tarifaria. 

3.2.2 Estructura familiar y habitacional (FHS) 

Agrupa variables que describen la composición del 

hogar y las características físicas de la vivienda, 

relevantes para el análisis de demanda energética 

estructural. Incluye: 

• FHS1: Número de miembros del hogar 

• FHS2: Género del jefe de hogar 

• FHS3: Edad del jefe de hogar 

• FHS4: Nivel educativo del jefe de hogar 

• FHS5: Tipo de vivienda 

Estas variables permiten identificar condiciones de 

vulnerabilidad, potencial de adopción tecnológica y 

segmentación por ciclo de vida. 

3.2.3 Infraestructura y patrones de consumo 

energético (ICP) 

Esta categoría recoge variables que reflejan el 

equipamiento del hogar y sus hábitos de consumo 

energético, tanto eléctrico como de transporte. Incluye: 

• ICP1: Total de electrodomésticos 

• ICP2: Total de dispositivos electrónicos 

• ICP3: Número de vehículos propios 

• ICP4: Tiempo semanal de uso de vehículos 

propios 

Estas variables permiten estimar la carga energética 

instalada, la intensidad de uso y la dependencia de 

combustibles fósiles. 

3.2.4 Proceso de ecoinnovación (EIP) 

Agrupa variables que evalúan el nivel de conciencia 

ambiental, disposición al cambio y actitud frente a la 
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transición energética. Incluye: 

• EIP1: Promedio de noción y etapa de reflexión 

• EIP2: Promedio de etapa cognitiva 

• EIP3: Promedio de etapa de experimentación y 

adopción 

• EIP4: Promedio de etapa de actitud y estilo de 

vida 

Estas variables permiten identificar el grado de 

madurez del consumo responsable del hogar. 

Es así como este modelo permite construir clústeres 

con perfiles diferenciados, como los segmentos HT1, 

HT2 y HT3, y ofrece una base robusta para el análisis de 

elasticidades, vulnerabilidades y escenarios de reforma 

tarifaria. Su aplicación contribuye a una comprensión 

más fina de la demanda energética urbana y a la 

formulación de estrategias de transición que sean 

socialmente viables y técnicamente efectivas. Se 

identifican tres subgrupos con comportamientos 

contrastantes frente al subsidio: HT1 (hogares con mayor 

capacidad económica), caracterizados por un alto 

consumo energético y menor dependencia relativa del 

subsidio; HT2 (hogares con capacidad media), con uso 

intensivo de GLP y electricidad, y alta dependencia del 

subsidio; y HT3 (hogares con menor capacidad 

económica), con acceso limitado a tecnologías, pero 

fuerte uso de subsidios, lo que los convierte en el grupo 

más vulnerable ante reformas tarifarias no compensadas. 

La Tabla 1 presenta las características 

sociodemográficas, estructurales, de consumo energético 

y de ecoinnovación de los tres clústeres urbanos. Esta 

segmentación permite evidenciar contrastes en la 

dependencia de subsidios, el equipamiento tecnológico y 

la disposición hacia prácticas sostenibles, aportando una 

base empírica para el análisis de vulnerabilidad relativa 

frente a escenarios de reforma tarifaria. 

 

Tabla 1: Comparativa de Variables por Clúster (HT1, HT2, HT3) 

Cód. Variable HT1 HT2 HT3 

SSC1 
Desagregación 

geográfica 
Quito Quito Guayaquil 

SSC2 Ingreso mensual $523,00 – $1.291,00 < $522,00 < $522,00 

SSC3 

Gasto energético 

mensual 
$60,01 – $80,00 $20,01 – $40,00 $20,01 – $40,00 

Desagregación del 
gasto energético 

mensual 

 

 
 

 

 
 

 

 
 

FHS1 
Número de miembros 
del hogar 

4 4 3 

FHS2 
Género del jefe de 

hogar 
Masculino Masculino Masculino 

FHS3 Edad del jefe de hogar 45 a 54 años 35 a 44 años 35 a 44 años 

FHS4 
Nivel educativo del jefe 
de hogar 

Educación superior 
completa 

Educación secundaria 
completa 

Educación secundaria 
completa 

FHS5 Tipo de vivienda 
2/3 hab., 2 baños, 100–150 

m² 
2/3 hab., 2 baños, 100–150 m² 1/2 hab., 1 baño, < 100 m² 

ICP1 
Total de 

electrodomésticos 
9 7 6 

ICP2 
Total de dispositivos 

electrónicos 
9 6 5 

ICP3 
Número de vehículos 
propios 

1 0 0 

EIP1 
Promedio de noción y 

etapa de reflexión 
3,362 3,559 2,941 

EIP2 
Promedio de etapa 
cognitiva 

3,249 3,429 2,245 

EIP3 

Promedio de etapa de 

experimentación y 
adopción 

2,630 3,045 2,022 

EIP4 
Promedio de etapa de 

actitud y estilo de vida 
2,566 3,135 2,187 

 

$7,5

$30

$70

$3,5

$30 $30

$3,5
$15
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Los hogares clasificados como HT1 corresponden al 

segmento de mayores ingresos. Son los principales 

beneficiarios de los subsidios energéticos, recibiendo 

hasta tres veces más apoyo fiscal que los hogares de 

menores ingresos (HT3). Este grupo tiene acceso a 

tecnologías avanzadas como calentadores de agua a gas, 

cocinas de inducción y sistemas solares domésticos, lo 

que les permite mantener un consumo energético 

elevado. Como se observa en la Tabla 2, en términos de 

impacto ambiental, HT1 presenta la mayor huella de 

carbono, emitiendo cinco veces más que HT3 y 1,9 veces 

más que HT2. Aunque la eliminación de subsidios 

afectaría proporcionalmente menos a este grupo, su nivel 

de consumo implica un alto costo fiscal y ambiental para 

el Estado. Los hogares HT2 representan el segmento de 

ingresos medios. Este grupo recibe 1,8 veces más 

subsidios que HT3 y combina tecnologías tradicionales 

con algunas modernas, lo que les otorga cierto acceso a 

equipos más eficientes. Su huella de carbono es 

intermedia, significativamente menor que la de HT1, 

pero superior a la de HT3. Dada su posición en el 

espectro de consumo y vulnerabilidad, HT2 constituye un 

grupo estratégico para implementar programas de 

eficiencia energética y esquemas de transición gradual 

hacia tecnologías más limpias, con incentivos ajustados 

a su capacidad de adaptación. 

Finalmente, los hogares HT3 corresponden al 

segmento de menores ingresos. Son los menos 

beneficiados por los subsidios energéticos, a pesar de 

enfrentar mayores condiciones de vulnerabilidad. 

Utilizan principalmente duchas eléctricas y tecnologías 

menos eficientes, y sus limitaciones económicas 

dificultan la adopción de equipos modernos. No obstante, 

este grupo muestra una mayor disposición a participar en 

iniciativas de ahorro energético, motivado por la presión 

económica cotidiana. Su consumo energético es el más 

bajo entre los tres grupos, pero serían 

desproporcionadamente afectados por aumentos 

tarifarios si no se aplican medidas de protección 

específicas. 

Tabla 2: Indicadores y Estimaciones de Subsidios de Consumo de los Hogares Urbanos del ECUADOR 

Indicadores HT1 HT2 HT3 

Gasto energético [U$D]

Ingresos [U$D]
 

$107,50

$1.880,00
 = 5,70% 

$63,50

$910,00
= 7,00% 

$18,50

$480,00
= 3,80% 

Consumo energético [kWh] 2.407 [kWh] 1.244 [kWh] 483 [kWh] 

Consumo energético mensual 

por miembro del hogar [kWh 

per capita] 

601,75 [kWh per capita] 311 [kWh per capita] 120,75 [kWh per capita] 

Promedio de emisiones de 

gases efecto invernadero [Kg 

CO2eq] 

615,5 [Kg CO2eq] 325,4 [Kg CO2eq] 123,2 [Kg CO2eq] 

Estimado del gasto energético 
sin subsidios [U$D] 

 

 
 

 

 
 

 

 
 

Estimado promedio del 

subsidio mensual [U$D] 
$145,06 $86,88 $48,84 

 

En conjunto, las Tablas 1 y 2, no solo sintetizan las 

diferencias estructurales y actitudinales entre los tres 

clústeres urbanos, sino que establece una base empírica 

clara para proyectar escenarios de reforma tarifaria. 

Aunque el modelo considera 16 variables agrupadas [6], 

el análisis estadístico y la validación empírica 

permitieron identificar siete variables diferenciadoras 

que explican con mayor claridad la segmentación entre 

clústeres. Estas son: SSC2 (ingreso mensual), SSC3 

(gasto energético mensual), FHS4 (nivel educativo del 

jefe de hogar), FHS5 (tipo de vivienda), ICP1 (total de 

electrodomésticos), ICP2 (total de dispositivos 

electrónicos), y ICP3 (número de vehículos propios). 

Estas variables concentran el poder explicativo del 

modelo, al capturar diferencias estructurales en 

capacidad de pago, equipamiento tecnológico, 

condiciones habitacionales y presión tarifaria. Su 

selección permite construir perfiles robustos y 

contrastantes, fundamentales para el diseño de políticas 

públicas focalizadas y sostenibles, especialmente en 

contextos de reforma energética. 

  

$70,3 $69,1 

$113,2 

LPG Electricity Gasoline

$32,8

$69,1

$48,5

LPG Electricity Gasoline

$32,8 $34,5

LPG Electricity Gasoline
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3.3 Simulación de Escenarios Tarifarios 

Con el objetivo de evaluar la sensibilidad de los 

hogares urbanos frente a reformas energéticas, se 

plantean seis escenarios progresivos que modifican los 

precios del GLP y la gasolina. A partir de los datos 

levantados y la segmentación en clústeres, se analiza si 

las configuraciones varían bajo el supuesto de que los 

ingresos se mantienen constantes y que únicamente se 

incrementa el gasto energético. Se presentan los 

resultados de simulación aplicados tanto al conjunto 

completo de las 16 variables como al subconjunto de las 

7 variables diferenciadoras previamente identificadas.  

Los cambios más apreciables se concentran en estas 

siete, lo que confirma su capacidad explicativa frente a 

variaciones tarifarias. Este enfoque permite identificar la 

vulnerabilidad relativa de cada grupo, proyectar impactos 

distributivos diferenciados y anticipar los desafíos 

sociales asociados a la eliminación gradual de subsidios. 

Así, se aporta evidencia empírica para el diseño de 

políticas de transición energética más focalizadas, 

equitativas y sostenibles. 

Escenario 1: Clústeres con datos iniciales 

(condiciones actuales de subsidios).  

Este escenario representa la línea de base del análisis, 

construida a partir de los datos levantados en campo bajo 

el esquema vigente de subsidios al GLP y a la gasolina. 

Permite identificar los perfiles energéticos actuales sin 

alteraciones en los precios. 

Escenario 2: Simulación con precio de GLP 

ajustado a $5,00 por cilindro.  

Se modela el impacto de una reforma parcial al 

subsidio del GLP, elevando su precio de $1,60 a $5,00. 

El objetivo es observar los cambios en la carga 

económica de los hogares y su respuesta según clúster. 

Escenario 3: Simulación con precio de GLP 

ajustado a $10,00 por cilindro.  

Este escenario representa una transición más 

agresiva, duplicando el precio del GLP respecto al 

escenario anterior. Se analizan las variaciones en el gasto 

energético y la vulnerabilidad relativa entre clústeres. 

Escenario 4: Simulación con precio de GLP 

ajustado a $15,00 por cilindro.  

Este escenario representa el punto de inflexión en la 

reforma tarifaria, al establecer el precio del GLP en 

$15,00 por cilindro, equivalente al valor comercial 

estimado sin subsidio. Bajo el supuesto de ingresos 

constantes, se analiza cómo este incremento impacta el 

gasto energético de los hogares urbanos y si genera 

variaciones significativas en la composición de los 

clústeres. 

 

 

Escenario 5: Simulación con precio de GLP 

ajustado a $20,00 por cilindro (sin subsidio).  

Este escenario representa el nivel más alto de presión 

tarifaria dentro del ejercicio de simulación, al establecer 

el precio del GLP en $20,00 por cilindro, muy por encima 

del valor comercial estimado. Bajo el supuesto de 

ingresos constantes, se analiza cómo este incremento 

extremo afecta el gasto energético de los hogares urbanos 

y si genera alteraciones en la composición de los 

clústeres.  

Escenario 6: Eliminación total de subsidios a la 

gasolina.  

La Tabla 3 presenta la distribución de hogares 

urbanos en tres clústeres (HT1, HT2 y HT3) a lo largo de 

seis escenarios de simulación tarifaria. Esta simulación 

se construyó exclusivamente con base en las 16 variables 

del modelo. 

3.3.1 Escenarios de reforma tarifaria según 

clústeres de hogares urbanos construidos con 

modelo de 16 variables 

La Tabla 3 presenta la distribución de hogares 

urbanos en tres clústeres (HT1, HT2 y HT3) a lo largo de 

seis escenarios de simulación tarifaria. Esta simulación 

se construyó exclusivamente con base en las 16 variables 

del modelo. 

Tabla 3: Segmentación de Hogares Urbanos por Clúster en Seis 

Escenarios de Reforma Tarifaria (Modelo de 16 variables) 

Escenarios HT1 HT2 HT3 

Escenario 1 GLP = $2,50 347 528 219 

Escenario 2 GLP = $5,00 349 526 219 

Escenario 3 GLP = $10,00 330 544 220 

Escenario 4 GLP = $15,00 339 537 218 

Escenario 5 GLP = $20,00 342 530 222 

Escenario 6 GASOLINAS 349 517 218 

Bajo el supuesto de ingresos constantes, se observa 

que el número de observaciones por clúster se mantiene 

relativamente estable, lo que sugiere una baja 

sensibilidad estructural en la segmentación frente a 

variaciones tarifarias. Esta estabilidad también se aprecia 

en la Figura 1, donde se visualizan los seis escenarios 

simulados sin cambios apreciables en la distribución por 

clúster, lo que permite observar la consistencia 

estructural de la segmentación con base en las 16 

variables. 

3.3.2 Escenarios de reforma tarifaria según 

clústeres de hogares urbanos construidos con 

modelo de 7 variables  

La Tabla 4 presenta la distribución de hogares 

urbanos en los tres clústeres (HT1, HT2 y HT3) bajo los 

mismos seis escenarios de simulación tarifaria, pero esta 

vez utilizando únicamente las siete variables 

diferenciadoras previamente identificadas. Esta 

simplificación permite observar con mayor claridad los 
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efectos del incremento tarifario sobre las variables más 

sensibles del modelo. 

Tabla 4: Segmentación de Hogares Urbanos por Clúster en Seis 

Escenarios de Reforma Tarifaria (Modelo de 7 variables) 

Escenarios HT1 HT2 HT3 

Escenario 1 GLP = $2,50 215 327 552 

Escenario 2 GLP = $5,00 213 328 553 

Escenario 3 GLP = $10,00 210 316 568 

Escenario 4 GLP = $15,00 187 369 538 

Escenario 5 GLP = $20,00 191 377 526 

Escenario 6 GASOLINAS 217 318 559 

A diferencia del modelo completo de 16 variables, el 

modelo simplificado de 7 variables revela una mayor 

sensibilidad en la redistribución de hogares entre 

clústeres a lo largo de los seis escenarios de reforma 

tarifaria. El número de observaciones en HT1 disminuye 

progresivamente conforme aumenta el precio del GLP, 

mientras que HT2 y HT3 absorben esa variación, 

especialmente en los escenarios de mayor presión 

tarifaria. Esta mayor movilidad indica que las variables 

seleccionadas —centradas en ingreso, gasto energético, 

equipamiento y tipo de vivienda— capturan con mayor 

precisión los efectos distributivos de una reforma 

energética. Aunque las variaciones en la asignación de 

clústeres son sutiles, el comportamiento observado en el 

Figura 2 sugiere que este modelo es más reactivo a los 

cambios tarifarios, lo que lo convierte en una herramienta 

útil para identificar grupos vulnerables y diseñar 

mecanismos de compensación más focalizados.  

Tal como se observa en la Tabla 3 y la Figura 1 

(modelo de 16 variables), y en la Tabla 4 y la Figura 2 

(modelo de 7 variables), se procederá a aplicar una 

prueba de Chi-cuadrado para evaluar si las diferencias 

entre escenarios son estadísticamente significativas. Un 

resultado significativo indicaría que los ajustes tarifarios 

generan redistribuciones relevantes en la composición de 

los clústeres, mientras que un resultado no significativo 

reforzaría la interpretación de que el modelo capta 

perfiles estructurales resistentes a cambios coyunturales. 

3.4 Distorsiones del Consumo y Desafíos para la 

Transición Energética 

La prueba de Chi-cuadrado se emplea para evaluar si 

la distribución de hogares entre los clústeres HT1, HT2 y 

HT3 se mantiene homogénea a lo largo de los distintos 

escenarios tarifarios, o si existen diferencias 

estadísticamente significativas. Para ello, se utilizó el 

software R y se aplicó una prueba de independencia de 

Chi-cuadrado, formulando las siguientes hipótesis: 

Hipótesis nula (H₀): La distribución de hogares por 

clúster (HT1, HT2, HT3) es independiente del escenario 

tarifario. 

Hipótesis alternativa (H₁): La distribución de hogares por 

clúster (HT1, HT2, HT3) depende del escenario tarifario. 

 

3.4.1 Evaluación estadística de sensibilidad tarifaria 

en el modelo de 16 variables 

La prueba de independencia de Chi-cuadrado 

aplicada a la matriz de distribución de hogares por clúster 

en los seis escenarios tarifarios arroja un valor de X² = 

1,5914, con 10 grados de libertad y un p-valor de 0,9986. 

Este resultado no alcanza el umbral convencional de 

significancia estadística (p < 0,05), lo que indica que no 

se puede rechazar la hipótesis nula de independencia 

entre los escenarios tarifarios y la composición de los 

clústeres.  

En términos interpretativos, esto sugiere que, bajo el 

modelo completo de 16 variables, la segmentación 

estructural de los hogares urbanos se mantiene 

relativamente estable frente a variaciones en los precios 

del GLP y la gasolina. La baja sensibilidad estadística 

refuerza la idea de que el modelo capta perfiles 

energéticos robustos, con una distribución que no se 

altera significativamente ante cambios coyunturales en la 

política tarifaria. Asimismo, se llevó a cabo una 

comparación entre el Escenario 1 y los Escenarios 2 al 6, 

utilizando los resultados de la prueba de independencia 

de Chi-cuadrado. Los hallazgos obtenidos se sintetizan 

en la Tabla 5, donde se evalúa la significancia estadística 

de las diferencias en la composición de los clústeres entre 

escenarios. 

Tabla 5: Comparaciones entre Escenario (E1) y los Otros 

Escenarios en 16 Variables Mediante Prueba Chi-Cuadrado 

Comparación X² 
Grados de 

libertad (df) 
Valor p 

Significancia 

(p < 0,05) 

E1 vs E2 0,0095 2 0,9952 No significativa 

E1 vs E3 0,6680 2 0,7161 No significativa 

E1 vs E4 0,1716 2 0,9178 No significativa 

E1 vs E5 0,0605 2 0,9702 No significativa 

E1 vs E6 0,0779 2 0,9618 No significativa 

En todos los casos, los valores p son muy superiores 

al umbral de 0,05, lo que indica que no hay evidencia 

estadística suficiente para afirmar que la distribución por 

clúster cambia significativamente entre el Escenario 1 y 

los demás escenarios. Esto refuerza la idea de estabilidad 

estructural en la segmentación de hogares frente a 

variaciones tarifarias. 

En conjunto, los resultados obtenidos bajo el modelo 

de 16 variables permiten concluir que la segmentación 

energética de los hogares urbanos presenta una notable 

estabilidad frente a modificaciones en los precios del 

GLP y la gasolina. La ausencia de significancia 

estadística en todas las comparaciones sugiere que los 

clústeres definidos mantienen su coherencia estructural, 

lo que valida la robustez del enfoque multivariable 

aplicado. Esta consistencia brinda una base sólida para 

avanzar hacia un análisis más focalizado, centrado en las 

7 variables clave, con el objetivo de explorar con mayor 

precisión los factores que podrían incidir 

diferencialmente en la sensibilidad tarifaria.
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Figura 1: Distribución de Clústeres Urbanos Bajo Seis Escenarios Tarifarios (modelo de 16 variables)  
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Figura 2: Distribución de Clústeres Urbanos Bajo Seis Escenarios Tarifarios (Modelo de 7 Variables Diferenciadoras) 
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3.4.2 Evaluación estadística de sensibilidad tarifaria 

en el modelo de 7 variables diferenciadoras 

La prueba de independencia de Chi-cuadrado 

aplicada a la matriz de distribución de hogares por clúster 

en los seis escenarios tarifarios, bajo el modelo 

simplificado de 7 variables, arroja un valor de X² = 

16,762, con 10 grados de libertad y un p-valor de 0,0798. 

Al igual que en el modelo completo, este resultado no 

supera el umbral convencional de significancia 

estadística (p < 0,05), lo que indica que no se puede 

rechazar la hipótesis nula de independencia entre los 

escenarios tarifarios y la composición de los clústeres. 

Este hallazgo sugiere que, incluso con una reducción 

en el número de variables, la segmentación estructural de 

los hogares urbanos permanece relativamente estable 

frente a variaciones en los precios del GLP y la gasolina. 

La consistencia del resultado respecto al modelo de 16 

variables refuerza la robustez del enfoque bottom-up, 

evidenciando que los perfiles energéticos captados por el 

modelo no se alteran significativamente ante cambios 

coyunturales en la política tarifaria. 

La Tabla 6 muestra las comparaciones entre el 

Escenario 1 (E1) y los cinco escenarios restantes, usando 

la prueba de Chi-cuadrado aplicada a las 7 variables: 

Tabla 6: Comparaciones entre Escenario (E1) y los Otros 

Escenarios en 7 Variables Diferenciadoras Mediante Prueba Chi-

Cuadrado 

Comparación X² 
Grados de 

libertad (df) 
Valor p 

Significancia 

(p < 0.05) 

E1 vs E2 0,0118 2 0,9941 No significativa 

E1 vs E3 0,4756 2 0,7884 No significativa 

E1 vs E4 4,6645 2 0,0971 No significativa 

E1 vs E5 5,5969 2 0,0609 No significativa 

E1 vs E6 0,1789 2 0,9144 No significativa 

 

3.5 Implicaciones Políticas: Hacia una Política 

Tarifaria de Transición Energética Justa 

Las implicaciones políticas derivadas del análisis 

empírico y conceptual desarrollado en este estudio se 

organizan en torno a tres ejes estratégicos que permiten 

abordar de manera integral los desafíos de la transición 

energética en contextos urbanos marcados por 

desigualdad y heterogeneidad estructural: a. 

Reorientación fiscal y corrección de inequidades 

estructurales, b. Segmentación estructural y sensibilidad 

territorial y, d. Gobernanza inclusiva y 

corresponsabilidad fiscal. 

3.5.1 Reorientación fiscal y corrección de 

inequidades estructurales 

Las evidencias presentadas en el estudio permiten 

avanzar hacia el diseño de subsidios más equitativos, 

evitando la asignación regresiva de recursos. El análisis 

revela que los hogares de mayores ingresos (HT1) se 

benefician principalmente de los subsidios energéticos 

debido a su mayor acceso a fuentes de energía y 

equipamiento [2], [4], lo que plantea la necesidad de 

reorientar los mecanismos de apoyo fiscal para corregir 

las inequidades estructurales existentes. 

Asimismo, se destaca que los hogares de menores 

ingresos (HT3) están más inclinados a participar en 

iniciativas de ahorro energético, probablemente debido a 

su conciencia sobre los desafíos económicos [18], lo que 

abre espacio para estrategias de protección social basadas 

en incentivos conductuales, acceso a tecnologías 

eficientes y programas de ecoinnovación adaptados a 

cada perfil socioeconómico [4]. Es decir, se necesita 

fomentar comportamientos de conciencia ambiental y 

reconfigurar las actitudes grupales hacia la energía [19], 

lo que implica una combinación de intervenciones 

educativas, regulatorias y comunitarias [4], [20]. 

Por tanto, el análisis de segmentación habilita la 

formulación de políticas tarifarias sensibles a las 

realidades socioeconómicas y culturales de cada grupo. 

En este marco, se recomienda la implementación de 

tarifas favorables, impuestos específicos y marcos 

regulatorios que incentiven la adopción de tecnologías 

eficientes, como parte de una transición energética que 

no comprometa ni la sostenibilidad fiscal ni la equidad 

distributiva [4], [21]. Al mismo tiempo, se reconoce que 

las medidas de protección para los segmentos más 

vulnerables de la sociedad siguen siendo fundamentales, 

lo que refuerza la necesidad de diseñar mecanismos 

compensatorios que acompañen cualquier reforma 

tarifaria. Estos mecanismos deben ser transparentes, 

graduales y desvinculados de intereses políticos 

coyunturales [21]. 

Finalmente, se enfatiza que la gestión energética no 

puede abordarse únicamente desde un enfoque 

tecnocéntrico; se requiere una estrategia holística que 

integre dimensiones económicas, sociales, ambientales, 

políticas, tecnológicas, educativas y culturales [22], lo 

que refuerza la necesidad de políticas públicas integrales, 

capaces de transformar los hábitos de consumo sin 

generar exclusión ni sobrecarga fiscal. 

3.5.2 Segmentación estructural y sensibilidad 

El estudio plantea que las intervenciones de política 

deben adaptarse a los comportamientos energéticos 

específicos y a las vulnerabilidades de cada segmento de 

hogares, ya que ello permite identificar con mayor 

precisión los hogares que requieren protección social 

directa, aquellos que pueden ser incentivados hacia la 

eficiencia energética y los que deben asumir un costo más 

realista del consumo energético [4]. 

La eliminación generalizada de subsidios puede 

exacerbar la desigualdad si no se acompaña de 

mecanismos compensatorios y apoyos focalizados [21], , 

sin comprometer la equidad energética. Por tanto, las 

reformas tarifarias graduales deben integrarse en marcos 

más amplios de política, que consideren dimensiones 
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económicas, culturales y territoriales. 

En este sentido, se destaca que la tarificación 

energética debe reflejar los costos ambientales y sociales, 

pero también ser sensible a la resiliencia de los hogares y 

a su capacidad de adaptación [22], recalcando que la 

focalización tarifaria no debe limitarse a criterios de 

ingreso, sino incorporar patrones de consumo, 

capacidades de adaptación y contextos territoriales 

específicos. 

3.5.3 Gobernanza inclusiva y corresponsabilidad 

fiscal 

El estudio subraya que las políticas de transición 

energética deben diseñarse con la justicia distributiva 

como eje central [23], [24], lo que establece una base para 

estrategias de focalización tarifaria que reconozcan las 

asimetrías estructurales del consumo urbano. Esta 

orientación implica que los hogares de mayores ingresos 

(HT1) deben asumir una mayor corresponsabilidad 

fiscal, mientras que los hogares vulnerables requieren 

medidas compensatorias que garanticen su acceso 

sostenido a servicios energéticos esenciales (HT3). 

Además, se advierte que las reformas generalizadas 

generan rechazo si no se acompañan de apoyos 

focalizados y mecanismos participativos [25]. En esta 

línea, se enfatiza que involucrar a las comunidades en el 

diseño de las políticas energéticas mejora su legitimidad 

y aceptación [20], [25]. 

En términos de gobernanza, se enfatiza que construir 

legitimidad para la reforma energética requiere 

comunicación transparente y procesos de co-diseño con 

las poblaciones afectadas [20], [26], [27]. 

Finalmente, se puede afirmar que una política 

tarifaria justa para la transición energética debe combinar 

corrección fiscal, sensibilidad y gobernanza inclusiva. El 

análisis evidencia que no basta con reformar precios o 

eliminar subsidios: se requiere una arquitectura 

institucional capaz de reconocer las desigualdades 

estructurales, adaptar las intervenciones a las 

capacidades reales de los hogares y construir legitimidad 

social mediante procesos participativos. Esta visión 

integral permite avanzar hacia un modelo de transición 

que sea fiscalmente sostenible, socialmente equitativo y 

territorialmente pertinente. 

4. CONCLUSIONES Y RECOMENDACIONES 

A partir del análisis desarrollado en el estudio, puede 

concluirse que los subsidios energéticos en Ecuador han 

contribuido a consolidar un patrón de consumo urbano 

ineficiente y altamente dependiente de combustibles 

fósiles. Esta política, sostenida durante décadas, ha 

generado distorsiones distributivas al beneficiar en 

mayor medida a los hogares de mayores ingresos, 

quienes poseen mayor acceso a tecnologías, 

equipamiento y fuentes energéticas, pero no 

necesariamente requieren apoyo fiscal. La evidencia 

empírica muestra que estos hogares (HT1) consumen 

hasta cinco veces más energía que los hogares 

vulnerables (HT3) y reciben tres veces más subsidios, lo 

que refuerza la urgencia de reorientar los mecanismos de 

apoyo hacia esquemas más equitativos, sostenibles y 

sensibles a las capacidades reales de adaptación de cada 

grupo.  

Si bien la eliminación de los subsidios energéticos 

puede constituir una medida fiscalmente necesaria, su 

implementación debe ser gradual, contextualizada y 

cuidadosamente articulada. El modelo desarrollado 

demuestra que no se producen cambios estructurales 

significativos, incluso bajo escenarios críticos que 

consideran un precio de referencia de 20 USD por tanque 

de gas GLP. No obstante, esta estabilidad técnica no debe 

interpretarse como una vía libre para reformas abruptas. 

Es indispensable avanzar en procesos de adaptación 

progresiva, mediante mecanismos participativos, 

estrategias de información accesible y políticas sensibles 

a las capacidades reales de los hogares. Se requiere 

fomentar comportamientos de conciencia ambiental y 

reconfigurar las actitudes grupales hacia el uso de la 

energía. La transición energética no es un problema 

técnico aislado, sino una cuestión multidimensional que 

exige políticas públicas integrales, capaces de articular 

sostenibilidad fiscal, equidad distributiva y legitimidad 

democrática 
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Abstract 

 

This study proposes a cost reduction methodology for 

the manufacturing processes of sanitary faucet bodies, 

based on a mixed-integer linear programming (MILP) 

model designed to optimize production planning while 

maintaining inventory control within defined limits. 

The model integrates economic, logistical, and 

environmental restrictions such as import quotas, 

production capacity, and the reuse of brass scrap derived 

from machining operations. Using the R programming 

language and the lpSolve package, the optimal 

combination of raw materials—virgin brass ingots, 

rods, and recycled scrap—was determined for each 

product batch. The model minimizes production costs 

subject to constraints on material availability and 

storage levels. Results demonstrated a cumulative 

saving of USD 73,341 over six consecutive months and 

a reduction of average foundry inventory from 116 t to 

62 t, confirming the model’s efficiency in ensuring 

sustainable production. The methodology is scalable to 

other manufacturing contexts where materials have 

multiple processing routes or restricted supply 

conditions. 

 

Resumen 

 

El presente estudio propone una metodología de 

reducción de costos en los procesos de fabricación de 

cuerpos de grifería sanitaria, basada en un modelo de 

programación lineal entera (PLE) que optimiza la 

planeación de la producción manteniendo el control de 

inventarios dentro de límites establecidos. El modelo 

integra restricciones económicas, logísticas y 

ambientales, como cupos de importación, capacidad de 

producción y reutilización de chatarra de latón generada 

en operaciones de mecanizado. Mediante la 

implementación del modelo en el lenguaje R y el 

paquete lpSolve, se determinó la combinación óptima de 

materias primas —lingotes vírgenes, varilla y material 

reciclado— para cada lote de producto, minimizando los 

costos de producción bajo condiciones de 

disponibilidad de material y almacenamiento. Los 

resultados evidenciaron un ahorro acumulado de 73 341 

USD durante seis meses consecutivos y la reducción del 

inventario promedio de material para fundir de 116 ton 

a 62 ton, demostrando la efectividad del modelo para 

una producción sostenible. La metodología propuesta es 

escalable a otros contextos manufactureros con 

múltiples rutas o restricciones de suministro. 

 

Index terms— Integer linear programming, cost 

optimization, inventory control, brass recycling, 

production planning. 

Palabras clave— Programación lineal entera, 

optimización de costos, control de inventarios, reciclaje 

de latón, planeación de la producción. 
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1. INTRODUCCIÓN 

En las empresas de manufactura se tienen opciones de 

optimizar costo en la planeación y programación de la 

producción [1]. Se pueden aplicar varias metodologías 

para la optimización dependiendo de la función objetivo 

y restricciones propias de cada proceso productivo [2].  

La programación lineal entera (ILP) se puede usar 

para la optimización del plan y programa de producción 

como lo realiza Rave & Álvarez [3]. Su solución se basa 

en la programación de 19 trabajadores y sus lugares de 

trabajo. Se obtuvieron significantes ahorros de costos sin 

compra de maquinaria ni incrementar otros turnos. En esa 

empresa se rompieron paradigmas que por más de 14 

años los tenían en su forma de programar la producción. 

Dianawati & Fatoni [4] a través de un modelo MILP 

optimizaron el tiempo de almacenamiento de mercancías 

reduciendo costos de inventario en un 8.6%. 

El punto de reorden de los productos de la demanda y 

las materias primas impacta en el inventario [5]. En la 

empresa de manufactura bajo estudio, se tienen varios 

productos con distintas opciones de proceso y materia 

prima. En la actualidad para la programación de la 

producción no se considera las restricciones de 

importación de materias primas ni los niveles de 

inventario de materia prima reciclada. Por ello se 

identifica esta oportunidad de optimizar costos de 

producción. 

Gholipoor et al.[6], con MILP optimizaron el 

esquema cíclico a la producción de grifería que tiene 

como objetivo incrementar las ganancias y ahorros 

medioambientales. Se validó el modelo en un caso real 

en el que se obtuvo un 58 % de incremento en el total de 

ganancias de la cadena de suministros.  En el estudio 

también se incorpora un plan de intercambio y reciclaje 

de 5536 cuerpos de grifería usados que generan ahorros 

y beneficios medioambientales. 

En la industria de la grifería se considera materia 

prima reciclada; las virutas metálicas generadas en los 

procesos de mecanizado, residuos de formas externas y 

tallado de roscas en las piezas de latón.  Johansson et al. 

[7], propusieron e investigaron el reciclaje de las virutas 

de latón y se encontró que el tamaño de estas no tiene una 

influencia sustancial en la densidad del producto para 

tamaños de viruta de entre 0.2 y 1 mm. Adicionalmente 

concluyeron mediante análisis de espectrometría que el 

material obtenido luego de la fusión de las virutas no 

cambia su composición química de forma significativa. 

En métodos de fabricación donde la materia prima 

puede ser reutilizada un ilimitado número de veces es 

posible obtener beneficios considerables que impacten 

directamente sobre el medio ambiente y las finanzas [8]  

Para la fabricación de cuerpos de grifería considerados en 

este estudio, el latón cumple con ésta característica. 

 

También hay beneficios medio ambientales ya que la 

energía requerida en las materias primas recicladas es 

85% menor a la usada en materiales vírgenes, lo que 

reduce la generación de gases de efecto invernadero en 

un 65 % al compararlo con su producción primaria. 

2. MATERIALES Y MÉTODOS 

Para obtener el menor costo de producción que 

considera las diferentes restricciones del proceso de 

fabricación y que permiten mantener los niveles de 

inventario dentro de valores determinados por la 

empresa, así como, el consumo máximo de varilla que 

definió el área financiera se establece las siguientes 

etapas mostradas en la Fig. 1. 

 
Figura 1: Metodología 

 La Fig. 1 muestra la metodología usada para la 

determinación del menor costo de fabricación de los 

productos que son objeto de este análisis los mismos que 

son parte del esquema de producción que requiere varilla 

para su fabricación, a éstos, se les asigna un código que 

permite identificarlos y asignarles las alternativas de 

fabricación por proceso y por materia prima.   

Con esta codificación definida se procede a establecer 

las variables de decisión y restricciones que dependen de: 

▪ Rutas principales y alternas 

▪ Cupos de importación  

▪ Saldos iniciales de materia prima virgen 

▪ Saldos iniciales de materia prima 

▪ Plan mensual de producción; y, 

▪ Costo de la materia prima con base en el 

LME por sus siglas en inglés London Metal 

Exchange al inicio de cada período.   

Para la determinación de la función objetivo se toman 

los costos de producción de cada alternativa de material 

calculadas con una metodología propia proporcionada 

por la empresa. 

2.1  Parámetros 

En la Fig. 2. se puede observar los productos y las 

diferentes opciones de materiales que pueden utilizarse 

para su fabricación. Junto a la información de los lotes de 

producción requeridos mensualmente por el área 
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comercial constituyen los parámetros utilizados para 

realizar la configuración del modelo.   

En algunos casos como muestra la Fig. 2. un mismo 

producto puede ser fabricado con 3 o 4 materias primas y 

otros a pesar de tener solo 1 alternativa como es el caso 

de los productos B, C, D y E son considerados en el 

análisis por utilizar varilla cuya disponibilidad constituye 

una de las restricciones del modelo.  

 
Figura 2: Productos y Opciones de Material para la Fabricación 

La descripción de las materias primas que se 

presentan en la Fig. 2. se las incluye en Tabla 1. en la que 

a cada material se le asigna un identificador que será 

utilizado para enlazar la alternativa de fabricación con el 

producto y establecer las variables de decisión. 

Se crean códigos específicos para los diferentes 

estados de materia prima para fundir y se establecen 

controles de inventario mensuales que permitan el 

control de las materias primas disponibles, definición de 

bandas de inventario, tiempos de reposición y volumen 

de reabastecimiento.   
 

Tabla 1: Alternativas de Materia Prima para Fabricación de 

Grifería. 

Materia Prima Identificador Descripción 

Lingote local 1 
Lingotes de latón aleación 

C37700 que se pueden adquirir 

en el mercado local 

Lingote 

importado 
2 

Lingotes de latón aleación 

C37700 importados 

Tocho local 3 

Segmento de varilla de 

diversos diámetros fabricado 

con latón aleación C37700 que 

se encuentra cortado en 

diferentes longitudes y que se 

puede adquirir en el mercado 
local 

Tocho 

importado 
4 

Segmento de varilla de 

diversos diámetros fabricado 
con latón aleación C37700 que 

se encuentra cortado en 

diferentes longitudes y que 
debe ser importado 

Reciclado 5 

Materia prima latón que 

incluye viruta, chatarra, 

merma, lingotes, chapa o 
cualquier otra presentación de 

latón que ingresa al inventario 

de material para fundir 

Varilla 6 

Barras de 3 o 4 m de longitud 
con diversos diámetros cuya 

aleación corresponde al latón 

C37700 y de origen 
importación 

 De todos los materiales indicados uno de ellos, el 

denominado como “reciclado”, es particularmente 

importante debido a que se compone de los retornos de 

material producto de cada etapa de agregado de valor y 

que pueden crecer indefinidamente o consumirse sin 

control si no se establecen niveles de inventario que sean 

parte del modelo, otro de los elementos que hacen 

particular a esta materia prima según Asadi et al. [10], es 

que proporcionan beneficios económicos y 

medioambientales especialmente para aleaciones como 

el  cobre, latón, aluminio. 

Los demás materiales si bien son parte fundamental 

de este estudio, deben ser adquiridos a proveedores 

externos con las respectivas restricciones de carácter 

económico y logístico. 

La aleación seleccionada en todas sus presentaciones 

corresponde al latón C37700,  que es la óptima para el 

conformado en caliente al tener un índice de portabilidad 

de 1 y que para el caso de fabricación de componentes de 

grifería sanitaria contempladas en éste estudio cumple 

con las especificaciones de aleación definidas para 

elementos en contacto con agua de consumo según la 

norma internacional ASME A112.18, y la norma local 

INEN 968 de requisitos de grifería.  

2.2 Determinación del Modelo 

Para la obtención de resultados se utilizará un modelo 

de programación lineal entera cuya solución se obtendrá 

mediante el uso de un script desarrollado en software R. 

La matriz solución a obtener toma como datos una 

función objetivo de costos mínimos que tendrá como 

restricciones la selección de una o varias alternativas de 

materia prima para cumplir con el programa de 

producción, el cupo de importación de varilla y los 

máximos y mínimos de acumulación en función de los 

saldos iniciales de material para fundir, lo que da como 

resultado la alternativa de fabricación de menor costo 

para cada producto.   

La programación lineal entera se utiliza ampliamente 

en las áreas tecnológicas y de ciencia, así como el 

transporte y la planificación de la producción.  Las 

principales dificultades al establecer el modelo de 

programación lineal están relacionadas con la 

descripción del sistema de restricciones inherente a 

muchos problemas aplicados y su función objetivo[11]. 

La Fig. 3. muestra con un enfoque de proceso las 

entradas, salidas, el proceso mismo y las restricciones 

que permiten el planteamiento del modelo que se indica 

a continuación. 
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Figura 3: Diagrama de Proceso para Generación del Modelo 

Matemático 

2.3 Variables de Decisión  

En esta primera parte para la determinación del 

modelo se establecen todas las posibles combinaciones 

de producto con sus alternativas de materia prima 

definidas en Tabla 1., sin ningún tipo de discriminación 

según se muestra en Tabla 2: 

Tabla 2: Variables de Decisión Utilizadas en el Modelo por 

Producto 

Producto 

Identificador de materia prima 

Lingote 

local (1) 

Lingote 

importado 

(2) 

Tocho 

local 

(3) 

Tocho 

importado 

(4) 

Reciclado (5) 
Varilla 

(6) 

1 x11 x12 x13 x14 x15 x16 

2 x21 x22 x23 x24 x25 x26 

3 x31 x32 x33 x34 x35 x36 

4 x41 x42 x43 x44 x45 x46 

5 x51 x52 x53 x54 x55 x56 

6 x61 x62 x63 x64 x65 x66 

7 x71 x72 x73 x74 x75 x76 

8 x81 x82 x83 x84 x85 x86 

9 x91 x92 x93 x94 x95 x96 

A xA1 xA2 xA3 xA4 xA5 xA6 

B xB1 xB2 xB3 xB4 xB5 xB6 

C xC1 xC2 xC3 xC4 xC5 xC6 

D xD1 xD2 xD3 xD4 xD5 xD6 

E xF1 xF2 xF3 xF4 xF5 xF6 

2.4 Función Objetivo 

El costo de producción por cada alternativa de 

materia prima es un dato de entrada y varía cada mes en 

función del valor del LME por sus siglas en inglés Lon-

don Metal Exchange o Bolsa de Metales de Londres que 

es el referente mundial que define los precios de los 

metales industriales y sus negociaciones.   

El precio oficial al contado de la LME es un precio de 

referencia mundial para los productos metálicos.  

Su et al. [12], en la investigación sobre la fluctuación 

de los precios futuros del cobre determinaron que ésta 

variabilidad está dada por las condiciones de la economía 

global, las políticas nacionales, consumo del mercado, 

especulación de los consumidores y cambios en los 

volúmenes de metal disponibles y dispuestos a poner a la 

venta y lo que los consumidores aceptan comprar a nivel 

local o mundial.  

Bajo ésta premisa se plantea la siguiente función 

objetivo que será el resultado de la sumatoria del costo 

de producción por lote para cada alternativa de materia 

prima a la que se le asigna un valor de Cij en donde i 

corresponde a cada uno de los 14 productos y j a cada una 

de las materias primas multiplicado por el resultado de 

cada variable de decisión como se indica en (1),  con lo 

cual si se tiene un término CA6 xA6 será el producto del 

costo de fabricación del lote del producto A con la 

alternativa de materia prima 6, que corresponde a varilla,  

por su correspondiente variable de decisión cuya 

solución  puede tener valores entre 0 y 1 incluidos. 

La sumatoria del costo de fabricación por lote de 

todos los productos en todas sus alternativas de materia 

prima permite una vez resueltas las variables plantea-das 

obtener la solución óptima a la función objetivo que 

resulta en el menor al costo de producción al utilizar la 

función de minimización.   

𝐹𝑂 = 𝑍𝑚𝑖𝑛 = ∑ ∑ 𝐶𝑖𝑗𝑥𝑖𝑗

6

𝑗=1

9

𝑖=1

+ ∑ ∑ 𝐶𝑖𝑗𝑥𝑖𝑗

6

𝑗=1

𝐸

𝑖=𝐴

 
(1) 

 

2.5 Restricciones 

Restricciones de selección de material, el primer 

grupo de restricciones obliga al modelo a seleccionar una 

alternativa de fabricación o una combinación de ellas que 

permita cubrir el 100 % de la producción requerida. En la 

Tabla 3. se observan las ecuaciones que definen la 

restricción que considera los productos y sus alternativas 

de fabricación disponibles con las alternativas de materia 

prima indicadas en la Fig. 2.  Así para el producto 1, el 

modelo determinará como solución óptima una sola 

materia prima o una combinación de las materias primas 

3, 4 o 6. 
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Tabla 3: Restricciones para Selección de Material 

Producto Restricción 

1 x13+x14+x16=1 

2 x23+x24+x26=1 

3 x33+x34+x36=1 

4 x43+x44+x46=1 

5 x51+x52+x55+x56=1 

6 x61+x62+x65+x66=1 

7 x71+x72+x75+x76=1 

8 x81+x82+x85+x86=1 

9 x91+x92+x95+x96=1 

A xA1+xA2+xA5+xA6=1 

B xB6=1 

C xC6=1 

D xD6=1 

E xE6=1 

2.5.1 Restricción por cupo de importación 

La siguiente restricción representada en la ecuación 

(2), le indica al modelo el cupo máximo de uso de varilla 

que depende del cupo de importación Imax definido por 

la empresa en determinados períodos del año y limita el 

uso de varilla como alternativa de materia prima en la 

fabricación del lote de producción mensual para los 14 

productos analizados.    

Esta demanda V corresponde al peso bruto de varilla 

requerido para fabricar el lote mensual total de cada 

producto que utiliza varilla como única materia prima y 

que se aplica para cada uno de los 14 productos de ahí 

que la sumatoria toma todos los productos aplicados 

únicamente a su alternativa de materia prima 6 que 

corresponde a varilla. 

∑ 𝑉𝑖6𝑥𝑖6

9

𝑖=1

+ ∑ 𝑉𝑖6𝑥𝑖6

𝐸

𝑖=𝐴

 ≤ 𝐼𝑚𝑎𝑥      
(2) 

 

2.5.2 Restricciones máximo y mínimo a acumular 

Las restricciones planteadas en las ecuaciones (3) y 

(4) definen la cantidad de material de reciclado que se 

deberá consumir o acumular con base en el saldo inicial 

de materia prima para fundir.  El valor R representa el 

retorno de materia prima al inventario y está definido 

para cada uno de los productos al usar todas las materias 

primas, éstos valores dentro de la sumatoria pueden ser 

negativos los que indica que en lugar de retorno se genera 

un consumo. 

∑ ∑ 𝑅𝑖𝑗𝑥𝑖𝑗

6

𝑗=1

9

𝑖=1

+  ∑ ∑ 𝑅𝑖𝑗𝑥𝑖𝑗

6

𝑗=1

𝐸

𝑖=𝐴

≤ 𝑀𝑎𝑥 𝑎 𝑎𝑐𝑢𝑚𝑢𝑙𝑎𝑟  
(3) 

 

∑ ∑ 𝑅𝑖𝑗𝑥𝑖𝑗

6

𝑗=1

9

𝑖=1

+ ∑ ∑ 𝑅𝑖𝑗𝑥𝑖𝑗

6

𝑗=1

𝐸

𝑖=𝐴

≥ 𝑀𝑖𝑛 𝑎 𝑎𝑐𝑢𝑚𝑢𝑙𝑎𝑟   
(4) 

El límite máximo y mínimo de inventario de material 

para fundir que la empresa ha determinado como 

necesario se encuentra establecido en un valor de 60.000 

+/-10.000 Kg por lo que si este valor a inicio de mes se 

encuentra entre 50.000 y 65.000 Kg el valor de Max a 

acumular será positivo y será el valor resultante de 

resolver 70.000 Kg menos el saldo inicial, mientras que 

el valor min a acumular se define en Tabla 4 a 

continuación: 

 
Tabla 4: Mínimo a Acumular en Función de Saldo Inicial 

Saldo inicial en Kg min a acumular en Kg 

50.000 a 55.000 5.000 

55.001 a 60.000 3.000 

60.001 a 65.000 2.000 

Si el saldo inicial de inventario de material para fundir 

al iniciar el mes es mayor a 65.000 Kg, entonces el valor 

de máximo a acumular será cero lo que indica que deberá 

resolverse para generar un consumo en cuyo caso el valor 

de mínimo a acumular será la diferencia entre 50.000 Kg 

menos el saldo inicial (valor negativo). 

Cuando los valores de máximo y mínimo a acumular 

que se ingresan a la matriz de restricciones son positivos 

se genera una acumulación de material de reciclado que 

es el resultado de la viruta generada de las piezas 

fabricadas con varilla; mientras que, si se ingresan 

valores negativos el modelo genera soluciones que hacen 

que se genere consumo de material para fundir y se 

asigna como última alternativa de material para fabricar 

a la varilla, esto permite ingresar en un esquema cíclico 

que logra un inventario dentro las bandas establecidas. 

Estas consideraciones que permiten establecer los 

valores máximo y mínimo a acumular determinan las 

condiciones de periodicidad que aseguran niveles de 

inventario dentro de los valores establecidos por la 

empresa con objetivos en el inventario de minimizar los 

costos incurridos en su manejo [13]. 

2.5.3 Restricción de no negatividad 

La solución de las variables de decisión permite 

encontrar la materia prima o combinación de materiales 

seleccionados, los costos de producción, así como 

también, cantidad de material a consumir o acumular que 
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satisfagan las restricciones ingresadas al modelo, los 

mismos que no pueden ser negativos y que cuya 

condición es la indicada en (5) a continuación.  

 

 𝑥𝑖𝑗 ≥ 0       (5) 

 Con la aplicación de modelos de inventario, niveles 

de servicio y punto de reorden se determina un nivel de 

bandas de stock de materia prima para fundir que sirven 

como indicador para cambiar de esquema de producción 

que logra siempre el menor costo posible de fabricación 

que evita la acumulación y la escasez. La banda superior 

está limitada por el nivel de inventario deseado de 

material que se acumula por el método de fabricación 

seleccionado y el aporte de viruta de latón de otras 

secciones de origen de la empresa que utilizan varilla de 

latón para la fabricación de componentes de grifería.   

La banda inferior considera el stock mínimo en 

función de la variabilidad del lead time del proveedor de 

varilla y su nivel de confiabilidad de manera que no se 

genere desabastecimiento.  El funcionamiento de los 

sistemas de inventario es clave en los resultados 

favorables de las industrias manufactureras, lo que lo 

convierte en un ámbito de gran relevancia para la 

optimización. 

Una vez obtenidos los resultados entregados por el 

software, éstos serán comparados con el costo de 

producción que se obtiene con el programa de producción 

enviado por del área destinada de la organización que 

entrega la información de cuanto y cuando fabricar  vs 

los resultados entregados por el modelo;  así como, la 

verificación de no haber superado el cupo de importación 

y el cumplimiento de la acumulación  de materia prima 

para fundición deseada en función de los saldos iniciales 

y su ubicación dentro de las bandas de stock; debe tenerse 

presente que si la acumulación es negativa la misma 

representa consumo. 

2.6 Programación en R 

En la Fig. 4. se presenta un esquema en donde se 

observa de forma ordenada como se introduce la 

información en el script de R, información que puede 

ingresarse directamente en forma de matriz o importarse 

desde un archivo con formato .xlsx o .csv, esto es válido 

para la matriz de restricciones y la matriz que contiene la 

información para la función objetivo, una vez que éstas 

se encuentran ingresadas se procede a extraer de la matriz 

que contiene las restricciones solo la variables de 

decisión y de la misma forma se extraen las soluciones 

de cada una de esas restricciones.  Una vez se extraen las 

matrices indicadas en las variables res y sol se crea una 

nueva matriz que contiene las direcciones de las 

ecuaciones e inecuaciones que son solución de las 

restricciones. 

Con estos valores ingresados al script se procede 

mediante la función lp a correr el programa y obtener las 

soluciones que permiten obtener el costo de producción 

óptimo y valores para variables de decisión que indiquen 

la mejor alternativa de materia prima o combinación de 

éstas que satisfagan las restricciones indicadas.   

En ocasiones el modelo puede no tener soluciones 

posibles y generar una matriz nula en cuyo caso se 

pueden ajustar el cupo máximo de importación y/o el 

mínimo a acumular hasta que el modelo genere una 

matriz de solución diferente a la nula.  Esta definición la 

toma la empresa en función de los saldos de varilla 

existentes y de los saldos iniciales de material para 

fundir. 

El modelo matemático planteado es escalable a varios 

niveles de restricciones y se pueden incorporar a éste, 

productos adicionales que tengan la misma característica 

de utilizar varilla como materia prima. 

 
Figura 4: Esquema de Programa en R 

3. RESULTADOS 

El modelo propuesto fue resuelto usando Rstudio con 

ayuda del paquete “lpsolve” y su función “lp” para 

minimización el cual genera como solución una matriz de 

6 x 14 con los valores de cada variable de decisión que 

definen la proporción de cada lote a producir por tipo de 

materia prima y que se presenta en la Tabla 5. que 

corresponde a 1 mes continuo de producción.   

En la tabla indicada se observan los valores que 

tomarán las variables de decisión que permiten obtener el 

menor costo de producción al aplicarse sobre la función 
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objetivo (1).   Adicional estos valores aplicados a (2), (3) 

y (4) consiguen satisfacer las restricciones de cupo de 

importación y el consumo o acumulación de material lo 

que permite mantener los niveles de inventario dentro de 

las bandas de inventario máximo y mínimo. 

Tabla 5: Resumen Semestral de Resultados del Modelo de 

Programación Lineal 

PRODUCTO 

Resultado de Tipo de Materia Prima para 

Producción en mes 1. 

L
in

g
o

te
 l

o
ca

l 

(%
) 

T
o

ch
o

 

im
p
o

rt
ad

o
 (

%
) 

R
ec

ic
la

d
o
  

(%
) 

V
ar

il
la

  
  

(%
) 

1 0 0 0 100 

2 0 0 0 100 

3 0 0 0 100 

4 0 0 0 100 

5 0 55 45 0 

6 0 0 0 100 

7 0 0 0 100 

8 0 0 0 100 

9 0 0 0 100 

A 0 0 0 100 

B 0 0 0 100 

C 0 0 0 100 

D 0 0 0 100 

E 0 0 0 100 

 

Los resultados obtenidos en el modelo de 

programación de cada mes se aplican sobre (1) en donde 

el valor de C que es parte de esta ecuación está 

directamente relacionado con la variación del precio del 

cobre y del zinc, el mismo que se encuentra dado por el 

LME y que para los meses que se analizan son los de la 

Tabla 6. 
Tabla 6: LME en USD/Kg para Cobre y Zinc 

Mes Cu Zn 

Mes 1 8.100 2.602 

Mes 2 8.041 2.480 

Mes 3 8.456 2.465 

Mes 4 8.476 2.640 

Mes 5 8.513 2.551 

Mes 6 8.389 2.382 

La Tabla 7. presenta el costo de producir sin 

optimización, es decir fabricar todos los productos con 

varilla respecto a la fabricación óptima con base en los 

resultados del modelo de optimización propuesto 

Adicional en esta Tabla 7. se incluye el ahorro que se 

obtiene al aplicar esta solución en la programación 

mensual y el cupo de importación asignado para el mes. 

 
Tabla 7: Costo en USD de Producir con Optimización Respecto a 

Producción sin Optimización 

Mes 

Sin 

optimización 

(USD) 

Con 

optimización 

(USD) 

Ahorro 
(USD) 

Cupo de 

importación 

(Kg) 

Mes 
1 

269.793 254.68 15.113 36 

Mes 

2 
256.526 241.37 15.156 36 

Mes 
3 

255.656 236.117 19.539 36 

Mes 

4 
245.987 239.202 6.785 27 

Mes 
5 

224.419 214.359 10.06 27 

Mes 

6 
229.729 223.041 6.688 27 

 

El costo de producir al aplicar las soluciones del 

modelo de optimización en la función objetivo en todos 

los meses analizados presenta un ahorro, y aunque este es 

variable, siempre es menor que el que se obtiene al 

fabricar únicamente de varilla.   

Esta variabilidad se da básicamente como 

consecuencia de mantener el inventario de materia prima 

para fundir dentro de los límites especificadas por la 

empresa.   

La variación en USD del costo de producción se 

puede visualizar en Fig. 5. en donde para cada mes en el 

que se aplica el modelo este valor es menor. 

 

 
Figura 5: Costo de Producción con Modelo de Optimización y sin 

Optimización [USD] 
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A continuación, en la Fig. 6., se presenta el inventario 

en Kg al inicio de cada mes de materia prima para fundir 

al aplicarse el modelo regular de producción (SIN OPT) 

y el inventario al aplicar el modelo de optimización 

(CON OPT) en el que se observa la tendencia creciente 

de los niveles de inventario cuando se adopta el esquema 

de producción regular entregado por el del área destinada 

de la organización que entrega la información de cuanto 

y cuando fabricar en el cual solo se utiliza varilla para la 

fabricación, es decir sin optimización. 

 

Figura 6: Inventario de Material para Fundir [Kg] 

Por otra parte, al aplicar la solución del modelo de 

optimización se observa como los saldos de inventario de 

material para fundir se mantienen dentro de las bandas 

establecidas y que tienen como límite inferior de control 

(LIC) 50.000 Kg y como límite de control superior (LSC) 

70.000 Kg, se muestra en la Fig. 7.  

 
Figura 7:  Inventario de Material para Fundir con Optimización 

[Kg] 

4. CONCLUSIONES  

El método de programación lineal propuesto en el 

estudio permitió encontrar la solución de menor costo de 

producción, cumpliendo además con las restricciones de 

cupos de importación y nivel de inventario establecido en 

50 ton como nivel de inventario mínimo y 70 ton como 

inventario máximo.   

Una vez aplicadas las soluciones del modelo para la 

selección de material o materiales requeridos para el 

cumplimiento de los lotes de producción se obtuvo un 

ahorro acumulado de USD 73.341 durante 6 meses 

consecutivos y se logró pasar de un inventario promedio 

de material para fundir de 116 ton con el esquema 

original de producción a 62 ton con el plan de producción 

optimizado. 
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Abstract 

 

Population growth and societal development have 

significantly increased waste generation, whose 

accumulation in landfills causes environmental impacts 

and health risks for nearby populations. In this study, 

samples of the organic fraction of municipal solid waste 

(FORSU) were collected in five markets in different 

cantons of the province of Manabí, considering different 

time periods. Subsequently, physicochemical 

characterization was performed through proximal 

analysis and determination of the gross calorific value, 

complemented by statistical analysis to evaluate the 

influence of seasonality and geographical location on its 

properties. The results obtained allow criteria to be 

established to define the possible uses of FORSU and 

its potential for energy recovery through 

thermochemical conversion processes. 

 

Resumen 

 

El crecimiento demográfico y el desarrollo de la 

sociedad han incrementado de forma significativa la 

generación de residuos, cuya acumulación en vertederos 

ocasiona impactos ambientales y riesgos sanitarios para 

las poblaciones cercanas. En este estudio se 

recolectaron muestras de la fracción orgánica de los 

residuos sólidos urbanos (FORSU) en cinco mercados 

de distintos cantones de la provincia de Manabí, 

considerando diferentes temporalidades. 

Posteriormente, se realizó la caracterización 

fisicoquímica mediante análisis proximal y 

determinación del poder calorífico superior, 

complementada con un análisis estadístico para evaluar 

la influencia de la temporalidad y la ubicación 

geográfica sobre sus propiedades. Los resultados 

obtenidos permiten establecer criterios para definir los 

posibles usos de la FORSU y su potencial de 

valorización energética a través de procesos de 

conversión termoquímica. 

Index terms— Municipal solid waste, Physicochemical 

properties, Statistical analysis, Energy recovery, 

Thermochemical conversion. 

Palabras clave— Residuos sólidos urbanos, 

Propiedades fisicoquímicas, Análisis estadístico, 

Valorización energética, Termoconversión. 
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1. INTRODUCCIÓN 

El crecimiento poblacional y urbano, junto con los 

hábitos de consumo y el desarrollo económico, se 

relacionan directamente con la creciente demanda de 

recursos y, en consecuencia, con la generación de 

residuos. Este fenómeno constituye un desafío global y 

una preocupación para las generaciones actuales y 

futuras.  

En 2020 se reportaron 810 millones de toneladas de 

residuos sólidos urbanos (RSU) en el mundo, de los 

cuales el 38 % fueron vertidos, incinerados o acumulados 

a cielo abierto [1]. En 2016 se llevó a cabo la 

caracterización fisicoquímica que incluyó el análisis 

proximal y determinación del poder calorífico de la 

fracción bio-orgánica de RSU en dos vertederos de 

Indonesia. Los resultados reportaron un rango de 

humedad comprendido entre 9,13 y 12,23 %, un 

contenido de cenizas entre 10,44 y 17,31 %, un 

porcentaje de material volátil en el intervalo de 64,95 a 

74,58 %, y un contenido de carbono fijo entre 14,74 y 

19,47 %. Asimismo, el poder calorífico se situó entre 

14,53 y 17,07 MJ kg-1 [2].  No obstante, el hecho de que 

las muestras hayan sido recolectadas en vertederos 

genera una amplia variabilidad en los resultados, 

atribuida a la heterogeneidad y diversidad de las fuentes 

de emisión de estos residuos.  

En otro estudio realizado en Saltillo, México por 

Silva R. et al. (2024), se caracterizó la fracción orgánica 

de los residuos sólidos urbanos (FORSU) proveniente de 

mercados de (CMW) donde se determinó que estaba 

compuesta en un 72,5 % por frutas y vegetales, mientras 

que el 27,5 % restante incluía carnes, huesos, lácteos y 

otros residuos orgánicos. A partir del análisis proximal 

de esta fracción se obtuvo un contenido de humedad del 

89,92 %, mientras que el porcentaje de sólidos totales 

alcanzó el 10,08 %. De estos sólidos, el 84,45 % 

correspondió a material volátil y el 15,55 % a cenizas [3]. 

En Ecuador, para 2023, la generación promedio 

alcanzó 14.421,29 toneladas diarias de RSU, compuestos 

en un 55,3 % por residuos orgánicos y en un 44,7 % por 

inorgánicos [4]. En la región costa del país, el 32,1 % de 

los RSU son depositados en botaderos a cielo abierto, 

mientras que en la región sierra este valor apenas alcanza 

el 5,4 % [5]. Esta práctica produce contaminación de 

suelos, aguas y aire, afectando directamente a la salud de 

la población cercana [6]. Además, las condiciones 

climáticas de la costa ecuatoriana aceleran la 

descomposición de la materia orgánica y favorecen la 

emisión de lixiviados y metano, lo que incrementa los 

impactos ambientales [7]. A esto se suma el riesgo de 

proliferación de vectores y la posible transmisión de 

enfermedades al entrar en contacto con fuentes de agua 

[8]. 

En la región costera de Ecuador se encuentra Manabí, 

una provincia cuya actividad económica principal se 

centra en el sector agropecuario, ya que 1.052.342 ha de 

su territorio están dispuestas para este fin [9], [10]. En el 

año 2020 se reportó la existencia de aproximadamente 

130 centro de acopio activos [11] que abastecen a una 

población de 1.592.840 habitantes, lo que representa el 

9,4 % de la población total del país [12]. 

En este estudio se utilizó FORSU de origen 

lignocelulósico, generada en mercados municipales. La 

biomasa lignocelulósica, definida como el residuo 

vegetal no destinado al consumo humano ni animal, se 

caracteriza por su elevado contenido de carbohidratos y 

por la presencia de componentes estructurales como 

celulosa, hemicelulosa y lignina [13]. Estas 

características junto con la alta disponibilidad de este 

residuo, le confieren un importante valor energético, lo 

que la posiciona como una materia prima adecuada para 

procesos de conversión termoquímica entre los que 

destacan la incineración, la gasificación y la pirólisis; los 

cuales se consideran alternativas sostenibles para la 

valorización energética de la FORSU [14]. A través de 

estas tecnologías es posible obtener bioproductos sólidos 

(biocarbón), líquidos (bioaceite) y gaseosos (syngas), que 

pueden emplearse como biocombustibles o en generación 

de energía, dependiendo de sus propiedades 

fisicoquímicas y de las condiciones de operación [15].  

La elevada dependencia de los combustibles fósiles y 

el riesgo geopolítico asociado a sus principales 

proveedores resaltan la urgencia de promover fuentes de 

energía renovables que contribuyan a mitigar los efectos 

del cambio climático. Al mismo tiempo, estas 

alternativas permiten fortalecer la seguridad energética, 

entendida como el acceso ininterrumpido a fuentes de 

energía a precios asequibles y ambientalmente 

sostenibles [16]. En este contexto, adquiere especial 

importancia la llamada “transición energética verde”, 

orientada al reemplazo parcial o total de los combustibles 

fósiles por recursos renovables y sostenibles [17]. La 

integración de estas fuentes en la matriz energética no 

solo contribuye a reducir la exposición a la volatilidad de 

los mercados internacionales, sino que también impulsa 

la diversificación de materias primas y favorece la 

construcción de un modelo energético más sostenible y 

ambientalmente responsable. 

La originalidad de este estudio radica en la 

caracterización de la FORSU y en la evaluación 

estadística del efecto de la temporalidad y la ubicación de 

muestreo sobre sus propiedades fisicoquímicas, con el fin 

de establecer criterios sólidos para la selección de 

biomasa y su aprovechamiento en la generación de 

bioproductos, optimizando así los rendimientos al 

aplicarla en distintos procesos. Estos resultados 

constituyen la base para definir criterios de 

representatividad de las muestras y orientar estrategias de 

valorización energética sostenible en la provincia de 

Manabí. En Ecuador, este tipo de investigaciones no se 

había desarrollado previamente, lo que ha limitado la 

disponibilidad de información de referencia y, en 

consecuencia, la proyección de aplicaciones de la 
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FORSU en el contexto nacional. Además, la falta de 

estudios sobre la influencia de la temporalidad y la 

ubicación geográfica en su composición y propiedades ha 

dificultado el diseño de estrategias de aprovechamiento 

ajustadas a las condiciones locales. 

 

2. METODOLOGÍAS Y MÉTODOS 

2.1 Muestreo y Pre-tratamiento 

Las muestras fueron recolectadas durante el año 

2024: F1 (24–28 de junio), F2 (26–30 de agosto), F3 (2–

6 de septiembre) y F4 (9–13 de septiembre); salvo en los 

casos particulares en los que, por motivos de condiciones 

operativas de seguridad, no se pudo realizar el muestreo. 

Se seleccionaron cinco mercados distribuidos en 

diferentes cantones de la provincia de Manabí, cuya 

descripción se presenta en la Tabla 1 y el mapa de su 

ubicación geográfica se muestra en la Fig. 1:  

Tabla 1: Ubicación y Fechas de Muestreo 

Cantón Lugar Ubicación 
Fecha de 
muestreo 

Manta* 

Mercado 

Mayorista de 
Manta “El 

Madrugador” 

 S 0°57'06.3" 
W 80°42'19.7" 

F2, F3 y 
F4 

Sucre 

Mercado 

Municipal de 
Bahía de 

Caráquez 

S  0°36'08.7"  
W 80°25'32.5" 

F1, F2, F3 
y F4 

Rocafuerte* 
Mercado 

Central de 

Rocafuerte 

S 0°55'07.3"  

W 80°26'56.6" 

F2, F3 y 

F4 

Jipijapa 

Mercado 

Central de 
Jipijapa 

S 1°20'52.2" 

W 80°34'46.1” 

F1, F2, F3 

y F4 

Portoviejo* 

Mercado Plaza 

Central de 

Portoviejo 

S 1°03'24.7"  
W 80°27'28.9" 

F2, F3 y 
F4 

*Muestra recolectada en tres fechas por motivos de seguridad operativa. 

El muestreo y la preparación de las muestras se 

realizaron siguiendo la norma NOM-AA-15-1985 [18]. 

Las muestras fueron trituradas hasta alcanzar un tamaño 

de partícula inferior a 2 mm, secadas a 105 °C y 

trasladadas al Laboratorio de Biomasa del Instituto de 

Investigación Geológico y Energético (IIGE), en Quito, 

para su análisis fisicoquímico. Posteriormente, se realizó 

la preparación de la muestra para el análisis 

composicional siguiendo una metodología basada en el 

procedimiento NREL/TP-510-42620 [19]. 

 

Figura 2: Recolección y Pre-tratamiento de FORSU 

 

2.2 Caracterización 

La FORSU recolectada fue caracterizada mediante 

análisis proximal y determinación del poder calorífico 

superior (PCS). Los ensayos se realizaron por triplicado 

para garantizar la reproducibilidad de los resultados, 

aplicando metodologías establecidas en normas 

internacionales: ISO 18134-2:2017 [20] para contenido 

de humedad (%H); UNE-EN ISO 18123 [21] para 

materia volátil (%MV); UNE-EN ISO 18122 [22] para 

cenizas (%CZ); carbono fijo (%CF) calculado por 

diferencia y UNE-EN ISO 18125 [23] para PCS. 

Figura 1: Lugares Geográficos de los Sitios de Muestreo 
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2.3 Análisis Estadístico 

Se llevó a cabo un análisis estadístico de los 

resultados obtenidos en la caracterización fisicoquímica 

de las muestras, considerando las condiciones de 

muestreo descritas en la Tabla I. El procesamiento de los 

datos se realizó con el software estadístico Minitab, 

utilizando un nivel de confianza del 95 % (α = 0,05). 

El análisis se estructuró en dos etapas principales: (i) 

la evaluación del efecto de las diferencias en las fechas 

de muestreo sobre una misma muestra, y (ii) la 

comparación entre muestras provenientes de distintos 

orígenes. 

En ambas etapas se aplicó la misma metodología: 

En primer lugar, se utilizó la prueba de Anderson-

Darling (AD) con el fin de determinar si los datos 

recolectados para cada variable continua (%H, %CZ, 

%MV, %CF y PCS) se ajustaban a una distribución 

normal. Para esta prueba se plantearon las siguientes 

hipótesis: 

Ho: Los datos presentan una distribución normal 

(p>α). 

H1: Los datos no presentan una distribución normal 

(p<α). 

La prueba estadística de AD se define como:  

𝑨𝟐 = −𝒏 − 𝑺      (1) 

𝑺 = ∑
(𝟐𝒊−𝟏)

𝒏

𝒏
𝒊=𝟏 [𝒍𝒏𝑭(𝒀𝒊) + 𝐥𝐧⁡(𝟏 − 𝑭(𝒀𝒏+𝟏−𝒊)]  (2) 

Donde n es el tamaño de la muestra 

Yi son los puntos de datos ordenados 

F(Yi) es la función de distribución acumulativa de la 

distribución hipotética evaluada en Yi [24]. 

Posteriormente, se aplicó un análisis de varianza 

(ANOVA) con un nivel de confianza del 95 % (α = 0,05), 

con el objetivo de evaluar las diferencias entre medias 

entre más de dos grupos de comparación. El 

procedimiento se basó en el estadístico F de Fisher como 

criterio de decisión, bajo los supuestos de normalidad en 

las poblaciones analizadas y homogeneidad de varianzas 

(σ2) [25].  

Para este análisis se consideraron los siguientes 

aspectos en cada etapa: 

 

2.3.1 Efecto de la temporalidad de muestreo 

Número de muestras: 5 provenientes de distintos 

mercados. 

Fechas de muestreo: F1, F2, F3 y F4 en los mercados 

de Sucre y Jipijapa (Fc = 3,86); F2, F3 y F4 en los 

mercados de Manta, Rocafuerte y Portoviejo (Fc = 4,74). 

2.3.2 Efecto del origen de la muestra 

Número de muestras: 5 correspondientes a distintos 

mercados. 

Fechas de muestreo: 3 diferentes periodos (Fc = 3,36). 

 

En ambos casos, las hipótesis planteadas fueron las 

siguientes [26]:  

Ho: Las medias son iguales µ1 = µ2 = µ3 = µ4 (F<Fc). 

H1: Al menos una de las medias es distinta µ ≠ µn 

(F>Fc). 

El cálculo del ANOVA se desarrolla de la siguiente 

manera:   

En primer lugar, se determinan los grados de libertad 

(GL) para cada componente del modelo: 

𝑭𝒂𝒄𝒕𝒐𝒓⁡𝑮𝑳 = 𝒓 − 𝟏      (3) 

𝑬𝒓𝒓𝒐𝒓⁡𝑮𝑳 = 𝒏𝑻 − 𝒓      (4) 

𝑻𝒐𝒕𝒂𝒍 = 𝒏𝑻 − 𝟏       (5) 

Donde nT es el número total de observaciones 

r es el número de niveles del factor 

A continuación, se obtiene la desviación media del 

nivel de factor estimado alrededor de la media general 

(Factor SC): 

𝑭𝒂𝒄𝒕𝒐𝒓⁡𝑺𝑪 = ∑𝒏𝒊 (𝒀̅𝒊 − 𝒀̅. . )𝟐   (6) 

Donde ni es el número de observaciones de cada 

muestra 

𝑌̅𝑖 es la media de observaciones en el iésimo nivel del 

factor 

𝑌̅.. es la media de todas las observaciones 

Seguidamente, se verifica si el Factor SC es lo 

suficientemente grande como para rechazar la hipótesis 

nula, comparándola con la suma de los cuadrados del 

error o residuos (Error SC): 

𝑬𝒓𝒓𝒐𝒓⁡𝑺𝑪 = ∑ ∑ (𝒀𝒊𝒋 − 𝒀̅𝒊)
𝟐

𝒋𝒊    (7) 

Donde 𝑌𝑖𝑗  es el valor de la jésima observación al iésimo nivel 

del factor. 

Además, se calcula la variación total de los datos (SC 

Total): 

𝑺𝑪⁡𝑻𝒐𝒕𝒂𝒍 = ∑ ∑ (𝒀𝒊𝒋 − 𝒀̅..)
𝟐

𝒋𝒊     (8) 

A continuación, se calcula el cuadrado medio (CM) 

del factor (Factor CM) y el cuadrado medio del error 

(Error CM): 

𝑭𝒂𝒄𝒕𝒐𝒓⁡𝑪𝑴 =
𝑭𝒂𝒄𝒕𝒐𝒓⁡𝑺𝑪

𝑭𝒂𝒄𝒕𝒐𝒓⁡𝑮𝑳
     (9) 
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𝑬𝒓𝒓𝒐𝒓⁡𝑪𝑴 =
𝑬𝒓𝒓𝒐𝒓⁡𝑺𝑪

𝑬𝒓𝒓𝒐𝒓⁡𝑮𝑳
     (10) 

Finalmente, el estadístico F de prueba se determina 

como se indica en la ecuación 11: 

𝑭 =
𝑭𝒂𝒄𝒕𝒐𝒓⁡𝑪𝑴

𝑬𝒓𝒓𝒐𝒓⁡𝑪𝑴
     (11) 

 

En los casos en que el ANOVA resultó en el rechazo 

de la hipótesis nula, se aplicó el método de la Diferencia 

Mínima Significativa (LSD de Fisher) con el propósito 

de comparar las medias adyacentes de una matriz 

previamente ordenada de mayor a menor valor [27]. En 

este procedimiento, se utilizó la notación con letras 

(ABC) para las muestras con tres fechas de muestreo y 

(ABCD) para aquellas con cuatro fechas. La ausencia de 

una misma letra entre grupos indica que las medias 

presentan diferencias significativas. 

 

3. RESULTADOS Y DISCUSIÓN 

3.1.1 Caracterización 

Tabla 2: Resultados del Análisis Proximal de las Muestras 

Muestras %H %CZ %MV %CF 
PCS, 

MJ kg-1 

Manta 
1,75± 
0,77 

14,38± 
1,49 

68,88± 
2,39 

15,00± 
2,27 

16,55± 
0,15 

Sucre 
3,02± 
2,06 

17,17± 
2,96 

67,29±
1,88 

12,51±
2,42 

16,46± 
1,20 

Rocafuerte 
1,55± 

1,20 

10,25± 

0,56 

72,95±

0,81 

15,24±

1,33 

17,09± 

0,75 

Jipijapa 
1,81± 

0,59 

14,40± 

3,14 

68,29±

2,32 

15,50±

1,83 

16,02± 

0,66 

Portoviejo 
2,68± 
0,77 

13,75± 
1,59 

70,39±
2,64 

13,18±
1,35 

16,41± 
1,72 

 

En la Tabla 2 se presentan los resultados del análisis 

proximal y el contenido de poder calorífico superior de 

las muestras, expresados como la media y la desviación 

estándar calculadas como promedio de los ensayos 

realizados. De estos resultados se destaca que, para todas 

las muestras, el contenido de materia volátil se ubicó en 

el rango de 67,29 a 72,95 %. Este valor es comparable 

con lo reportado por [28] para muestras de frutas y 

vegetales (F&V), cuyo resultado fue de 62,50 %. 

En cuanto al contenido energético, expresado como 

poder calorífico superior (PCS), los valores registrados 

para las distintas muestras y temporalidades oscilaron 

entre 16,02 ± 0,66 y 17,09 ± 0,75 MJ kg-1. Estos 

resultados coinciden con los valores reportados por [2] 

para muestras orgánicas procedentes de vertederos. 

Asimismo, los valores de PCS de la FORSU son 

comparables con los obtenidos por [29] en maderas 

duras, lo que respalda su viabilidad como combustible 

sólido en un proceso de incineración. 

3.1.2 Análisis estadístico 

• Efecto de la temporalidad de muestreo 

En la Tabla 3 se presentan los valores de p mínimos 

y máximos obtenidos para cada variable continua en las 

diferentes fechas y lugares de muestreo: 

Tabla 3: Resultados de Valores P para el Supuesto de Normalidad 

Cantón %CZ %MV %CF PCS 

Manta 
0,256-
0419 

0,124-
0,502 

0,153-
0,495 

0,112-
0,251 

Sucre 
0,103-

0,524 

0,079-

0,406 

0,091-

0,630 

0,073-

0,565 

Rocafuerte 
0,074-
0,620 

0,407-
0,592 

0,121-
0,417 

0,076-
0,591 

Jipijapa 
0,119-

0,600 

0,069-

0,630 

0,063-

0,622 

0,180-

0,489 

Portoviejo 
0,483-

0,626 

0,083-

0,587 

0,270-

0,547 

0,305-

0,610 

 

Los resultados obtenidos de la prueba de Anderson-

Darling (AD),  indican que en todos los casos los valores 

de p fueron superiores a (α = 0,05), por lo que se aceptó 

la hipótesis nula, confirmando que las muestras siguen 

una distribución normal. 

De acuerdo con Zhang W. y Qi Y. (2024), el análisis 

de varianza (ANOVA) constituye una de las 

herramientas estadísticas más empleadas en las ciencias 

experimentales para determinar la existencia de 

diferencias significativas entre tratamientos y factores 

[30]. En este estudio, la aplicación de ANOVA permitió 

evaluar la influencia de las diferentes fechas de muestreo 

sobre las propiedades fisicoquímicas de la FORSU; los 

resultados obtenidos se presentan en la Tabla 4: 

Tabla 4: Resultados de Valores F para la Comparación de Medias 

entre Fechas de Muestreo 

Cantón %CZ %MV %CF PCS 

Manta 
109,83 

ABC 

7,82 

AB 

5,48 

AB 

8,12 

AB 

Sucre 
286,84 
ABCD 

51,57 
ABC 

55,90 
ABCD 

719,25 
ABC 

Rocafuerte 
16,65 
AB 

4,48* 
AB 

8,87 
AB 

66,11 
ABC 

Jipijapa 
204,24 

ABC 

7,62 

AB 

3,21* 

AB 

43,58 

ABC 

Portoviejo 
55,00 
ABC 

7,77 
AB 

0,52* 
A 

630,25 
ABC 

*Muestras en las que se comprueba Ho. 
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Los valores de F experimentales obtenidos para las 

diferentes temporalidades superaron el valor crítico de F 

en todos los casos, lo que indica diferencias significativas 

al comparar los muestreos en distintas fechas. Sin 

embargo, se identificaron excepciones: en la muestra de 

Rocafuerte, el contenido de materia volátil presentó un 

valor de F de 4,48; mientras que en los cantones de 

Jipijapa y Portoviejo, los valores de F para el contenido 

de carbono fijo fueron de 3,21 y 0,52; respectivamente. 

Estos resultados muestran que, en dichos casos, las 

medias no evidencian diferencias significativas, de 

acuerdo con los resultados de la prueba LSD de Fisher, 

donde para cada muestra y variable de respuesta se 

establecieron grupos de medias ordenadas de mayor a 

menor para las distintas fechas, siendo ‘A’ la media más 

alta; y se demostró que la diferencia entre sus medias no 

es estadísticamente significativa cuando los grupos 

comparten letra. 

• Efecto del origen de la muestra 

En la etapa de comparación entre muestras 

provenientes de distintos orígenes, independientemente 

de las fechas de muestreo, se aplicó la prueba de 

Anderson-Darling (AD). Los valores de p obtenidos se 

presentan en la Tabla 5: 

Tabla 5: Resultados de Valores P para el Supuesto de Normalidad 

Cantón %CZ %MV %CF PCS 

Manta 0,406 0,300 0,161 0,620 

Sucre 0,844 0,484 0,692 0,149 

Rocafuerte 0,533 0,555 0,608 0,322 

Jipijapa 0,027* 0,024* 0,191 0,506 

Portoviejo 0,624 0,060 0,314 0,399 

*Valores en los que se comprueba la H1. 

Los resultados muestran que, en la mayoría de los 

casos, los valores de p fueron superiores a 0,05; por lo 

que se aceptó la hipótesis nula, confirmando que los datos 

cumplen con el supuesto de normalidad. La excepción se 

encontró en la muestra del mercado de Jipijapa, donde no 

se verificó normalidad en las variables %CZ y %MV. 

Ante esta situación, se analizaron de manera paralela 

los datos de caracterización correspondientes a dicha 

muestra con el fin de identificar la causa de esta 

desviación. En la Tabla 6 se presentan los valores 

obtenidos: 

 

 

 

 

 

Tabla 6: Resultados de %CZ y %MV para la Muestra del Cantón 

Jipijapa 

Fecha de 

muestreo 

Muestra: Mercado Central de Jipijapa 

%CZ ± sd % MV ± sd % CF ± sd 

F1 15,73 ± 0,48 67,22 ± 0,17 14,29±0,44 

F2 16,52 ± 0,57 67,41 ± 0,59 14,78±0,23 

F3 16,08 ± 0,34 66,94 ± 0,63 15,28±0,63 

F4 9,25 ± 0,16 71,59 ± 2,63 17,67±2,78 

Los resultados evidencian una alta variabilidad, 

atribuida a que en la temporalidad F4 la muestra estuvo 

compuesta en un 90 % por residuos de frutas. Este 

predominio de un solo tipo de residuo explica las 

diferencias marcadas observadas en los parámetros de 

caracterización del Mercado Central de Jipijapa. Por esta 

razón, para continuar con el análisis ANOVA se decidió 

excluir los datos de F4 en las muestras de Jipijapa y 

Sucre, con el fin de garantizar el cumplimiento del 

supuesto de igualdad en el número de muestreos entre 

mercados (n=3). 

Con esta consideración, se verificó que las muestras 

cumplen el supuesto de normalidad y se procedió con el 

análisis de varianza (ANOVA), cuyos resultados se 

presentan en la Tabla 7: 

Tabla 7: Resultados de Valores f para la Comparación de Medias 

entre Lugares de Muestreo 

%CZ %MV %CF PCS 

9,92 

ABC 

6,98 

ABC 

3,52 

AB 

0,87* 

A 

*Muestras en las que se comprueba Ho. 

El análisis evidenció que existen diferencias 

estadísticamente significativas en tres de los parámetros 

evaluados entre los distintos puntos de muestreo. En la 

Fig. 3 se presentan los diagramas de caja y bigotes 

correspondientes a las variables analizadas en cada 

ubicación. Los resultados muestran que no se registraron 

diferencias significativas en las medias de los valores de 

PCS; sin embargo, en el caso de %CZ, %MV y %CF sí 

se identificaron diferencias notables entre cantones. 

Específicamente, las muestras de Sucre, Jipijapa y Manta 

presentaron los mayores valores de cenizas, mientras que 

Rocafuerte y Portoviejo destacaron por su mayor 

contenido de materia volátil. 

Estos hallazgos confirman que el origen de la FORSU 

influye directamente en su composición fisicoquímica y, 

por tanto, debe ser considerado como un criterio clave en 

la selección de la biomasa para procesos de valorización, 

ya que de ello depende la eficiencia y la viabilidad del 

tratamiento aplicado. 
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3.1.3 Posibles procesos de valorización de FORSU 

La caracterización fisicoquímica de las muestras 

(Tabla II) permite identificar los procesos termoquímicos 

más adecuados para el aprovechamiento energético de la 

FORSU. En promedio, las muestras presentaron un poder 

calorífico superior (PCS) de 16,51±0,90 MJ kg-1. Entre 

los mercados analizados, la muestra proveniente del 

cantón Rocafuerte registró el valor más alto, con 17,09± 

0,75 MJ kg-1 lo que la posiciona como una fuente 

energética comparable con biomasas lignocelulósicas 

comúnmente aprovechadas, como la cáscara de arroz 

(15,84 MJ kg-1), la hierba de elefantes (17,50 MJ kg-1) y 

la paja de maíz (17,62 MJ kg-1) [31]: 

• Pirólisis 

La pirólisis es un proceso termoquímico de 

descomposición térmica de la biomasa en ausencia de 

oxígeno [32], mediante el cual se obtienen 

principalmente biocarbón, bioaceite y gases volátiles. 

Según las condiciones de operación, se clasifica en 

pirólisis lenta (t: 5–30 min; T: 400–500 °C), rápida (t: 

0,5–2 s; T: 400–650 °C) y flash (t: <0,5 s; T: 700–1000 

°C) [33]. En un estudio realizado por Elhenawy et al. 

(2024), residuos de madera con 12,68 % de carbono fijo 

y 80,87 % de materia volátil permitieron obtener entre 

22–40 % de biocarbón [34]. Considerando que la FORSU 

analizada en este trabajo presentó valores medios de 

carbono fijo (14,29 ± 1,84 %) y materia volátil (69,56 ± 

2,01 %) cercanos a los reportados, se infiere que podría 

ser utilizada como materia prima viable para procesos de 

pirólisis, especialmente por su alta disponibilidad en los 

mercados locales. En particular, la muestra procedente 

del cantón Jipijapa, con su elevado %CF  (15,50 ± 1,83 %) 

y moderado %MV (68,29 ± 2,32 %), se perfila como la 

más adecuada para la producción de biocarbón, lo que 

contribuiría a estrategias sostenibles de valorización 

energética y captura de carbono. 

• Incineración 

La incineración, o combustión, consiste en la 

oxidación de la biomasa en una atmósfera rica en oxígeno 

para la generación de calor [33]. El contenido de cenizas 

es un indicador clave de la calidad del combustible, ya 

que su exceso puede provocar escoriación y corrosión en 

los equipos. En este estudio, La muestra de Rocafuerte, 

que presentó el menor contenido de cenizas (10,25 ± 0,56 

%) y el mayor PCS, lo que la convierte en la muestra más 

prometedora como combustible sólido para combustión 

directa. Los valores del contenido de cenizas de las 

Figura 3: Diagramas de Caja y Bigotes para el Estudio de la Influencia de la Ubicación de la Muestra A) %CZ; B) %MV; C) %CF y D) 

PCS. 
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muestras son comparables con los de biomasas acuáticas 

(11,93–20,1 %) y residuos agroindustriales (3,38–17 %) 

[35], y dadas las cantidades generadas en los mercados 

de Manabí, la FORSU puede tener aplicaciones a 

pequeña escala (cocción de alimentos o calefacción) y, 

en escenarios industriales, como combustible en calderas 

para generación de energía. 

• Gasificación 

La gasificación es un proceso de conversión 

termoquímica que consiste en la oxidación parcial de la 

biomasa a temperaturas comprendidas entre 800 y 1400 

°C, mediante la cual el material sólido se transforma en 

un gas de síntesis (syngas). Este producto está constituido 

principalmente por hidrógeno (H₂) y monóxido de 

carbono (CO), junto con menores proporciones de 

metano (CH₄), dióxido de carbono (CO₂) y otros 

compuestos trazas, cuya composición depende de las 

condiciones de operación y de las características de la 

biomasa empleada. [36]. Durante el proceso, ocurren 

simultáneamente la pirólisis y la oxidación parcial, 

favoreciendo la generación de un gas con alto valor 

energético.  De acuerdo con estudios previos, un mayor 

%MV se asocia con un menor %CF, relación que 

respalda que la muestra proveniente de Rocafuerte sea la 

más adecuada para este proceso, debido a su elevado 

%MV y bajo %CZ [37]. En consecuencia, se espera que 

esta biomasa genere un syngas con baja fracción de H₂, 
alta concentración de CO y un poder calorífico 

considerable, lo que lo convierte en un insumo 

prometedor para aplicaciones energéticas sostenibles 

 

4. CONCLUSIONES  

Los resultados obtenidos demuestran que tanto la 

temporalidad como el origen de muestreo influyen 

significativamente en las propiedades fisicoquímicas de 

la FORSU. Este hallazgo evidencia, por un lado, 

diferencias asociadas a los hábitos de consumo de los 

habitantes de los cantones analizados y, por otro, el 

efecto de la estacionalidad en la composición de los 

residuos generados en los mercados locales. 

El poder calorífico superior (PCS) de las muestras 

evaluadas resultó comparable al de residuos 

agroindustriales como la cáscara de arroz o la paja de 

maíz. Sin embargo, a diferencia de estos, la FORSU 

presenta la ventaja de una disponibilidad constante 

debido a su continua generación, lo que la posiciona 

como una alternativa viable para su aprovechamiento 

energético. 

La selección de la FORSU como materia prima debe 

orientarse según la aplicación específica y las 

condiciones de operación de los procesos de conversión 

termoquímica, a fin de maximizar la eficiencia en la 

producción de bioproductos o energía. En este sentido, el 

presente estudio establece un precedente en Ecuador, 

aportando información de base para el diseño de 

estrategias de valorización sostenible de la FORSU, con 

el objetivo de potenciar su contribución como fuente 

renovable dentro de la matriz energética nacional. 
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